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Abstract

This paper introduces a scheme for classification of on-
line handwritten characters based on polynomial regression
of the sampled points of the sub-strokes in a character. The
segmentation is done based on the velocity profile of the
written character and this requires a smoothening of the ve-
locity profile. We propose a novel scheme for smoothening
the velocity profile curve and identification of the critical
points to segment the character. We also porpose another
method for segmentation based on the human eye percep-
tion. We then extract two sets of features for recognition of
handwritten characters. Each sub-stroke is a simple curve,
a part of the character, and is represented by the distance
measure of each point from the first point. This forms the
first set of feature vector for each character. The second fea-
ture vector are the coeficients obtained from the B-splines
fitted to the control knots obtained from the segmentation al-
gorithm. The feature vector is fed to the SVM classifier and
it indicates an efficiency of 68% using the polynomial re-
gression technique and 74% using the spline fitting method.

1. Introduction

On-line handwriting recognition is the automatic recog-
nition of text as it is written on a special pressure sensi-
tive screen, where a sensor picks up the pen-tip movements
X(t),Y(t) as well as pen-up/pen-down switching which is
considered as a dynamic representation of handwriting. Ex-
tensive research in the past two decades has led to the de-
velopment of online handwritten script recognition systems
for languages like English [1], Chinese [2] and Japanese
[3]. However not much attention has been given to develop
similar systems appropriate to Indian languages. Symbols
requiring several key strokes to define a character are a
common feature of Indian languages. This attribute can be
well utilized for online handwriting recognition in the In-

dian scenario. In this paper we attempt to evolve an online
recognition system for Tamil characters. Tamil is a popular
South Indian language spoken by a significant population
in countries such as Singapore, Malaysia and Sri Lanka be-
sides India. There are totally 247 letters (consonants, vow-
els and consonant vowel combinations) in the Tamil alpha-
bet. Each letter is represented either as a separate symbol
or as a combination of discrete symbols, which we refer to
as characters in this work. Only 156 distinct symbols or
characters are needed to recognize all the 247 letters in the
Tamil alphabet. Samples of each of these characters con-
stitute a separate class. So far as the work on online hand-
writing recognition for Tamil is concerned, Aparna et al.
[4] have used string matching schemes. Dimensionality re-
duction techniques like Principal Component Analysis have
also been employed for online character recognition. In this
paper we have proposed a technique of segmenting each
character at its critical points based on certain attributes of
the character. After the segmentation, we obtain two sets of
features and compare their efficiency. We obtain accuracy
of 68% using the polynomial regression technique and 74%
using the spline fit method.

2. Segmentation into Sub-strokes

There are several methods of segmenting strokes into
sub-strokes such as in [5]. We have proposed two different
segmentation schemes, one which reflects this variability of
the velocity of motion and the other is based on the human
eye perception of characters and compare it with an existing
segmentation algorithm.

The first segmentation algorithm is a modified version
of [6], which exploits the velocity profile of a stroke to ex-
tract sub-strokes.The trace of every stroke starts with zero
velocity, accelerates and the instantaneous velocity varies
as a function of the point, and decelerates to zero at the
end of the stroke. If a person wants to change the direction
of the trace in a stroke, it is observed that he reduces the
velocity of motion and accelerates in the desired direction.



Figure 1. Velocity profile of a character

We define a sub-stroke as a part of a stroke with a change
in the acceleration which reflects the intentional direction
change of the stroke. Instantaneous velocity is the distance
traversed by the trace between two time instants divided by
the difference in the time instants. The instanteneous veloc-
ity profile is nothing but the Euclidean distance traversed
between consecutive sample points as shown in equation
(1).
∀ t from 2 to T

VU (t) = FS

√
(X(t) − X(t − 1))2 + (Y (t) − Y (t − 1))2

(1)
where X(t) and Y (t) are the X and Y co-ordinates of

the ’tth’ sample, T is the total number of samples in a stroke
and ’VU (t)’ is the instantaneous velocity profile. The veloc-
ity profile shows lot of variability and it is difficult to dis-
cern the segmentation points based on this kind of profile.
We thus need to use a smoothening method which will re-
move the spurious variations in velocity. Figure 1 shows the
unsmoothed velocity profile ’VU (t)’.

In one proposed method [7], smoothening is done with
the use of two different filters, one filter which captures the
local variations and the other captures the global variations.
The segmentation done as per the above algorithm is shown
in Figure 2 which shows the smoothened velocity profile
and Figure 3 which shows the points of segmentation. How-
ever in this method the number of segmentation points for
the same character may vary as per the user’s average speed
and sometimes this method of smoothening does not truly
reflect the change in velocity at a given instant of time. This
is shown in another sample of the character in Figure 4, in
which the velocity profile is smoothened and Figure 5, in
which the segmentation points are shown.

Hence we propose a method of smoothening of the ve-
locity profile by averaging the velocity at every point based
on the velocity of the neighbouring points. If we have a
character with p number of points sampled in time then for
every point k of the character, we take the velocity of n

Figure 2. Smoothened velocity profile using method [7]

Figure 3. Points of segmentation based on [7]

points in the neighbourhood and compute the average ve-
locity. For the first point we calculate the average velocity
as follows;

Vavg =
V1 + V2 + ...... + Vn

n
(2)

This is done for every sampled point in the entire charac-
ter where Vk is the instantaneous velocity at every point
k. Thus once the average velocity is computed as per the
above algorithm, the sharper variations in velocity are much
smoother now as shown in Figure 6

We now capture the defining attributes of the character
based on this velocity profile by segmenting the character
into a number of sub-strokes. Now to segment the character
into sub-strokes, we have to obtain the critical points which
reflect a change in velocity. A critical point is a point at
which there is a change in the velocity as compared to a
threshold and this generally happens when there is a change
in the direction or a curve in the character. So in the veloc-
ity profile, we have to locate the points which indicate that
there is a change in velocity or the direction of motion of
the pen tip. This is done by locating the points of minimum
velocity on the smoothened velocity profile. Thus a sub-
stroke is obtained, when at a point t the following condition



Figure 4. Smoothened velocity profile of the same character using
method [7]

Figure 5. Variations in the number of Points of segmentation using
method [7]

Figure 6. Smoothened Velocity profile based on velocity of neigh-
bourhood points

is met;
Vavg = min(V (t)) (3)

The selection of n is crucial and depends on the time
sampling rate FS of the input device and spatial resolu-
tion (dpi) of the digital screen. The segmentation points
obtained are shown in 7

The above algorithm of segmentation depends on the ve-

Figure 7. Points of Segmentation which indicate minimum veloc-
ity

locity profile which has a lot of variations and hence has to
be further smoothened. An alternative method is that we can
locate the critical points(i.e points which indicate change in
the direction of the motion of the pen tip) based on the shape
of the character itself.

In general the major problem in OHR is the identifica-
tion of different styles of the same character as the same.
Hence we propose a second segmentation algorithm to de-
compose each handwritten charater to its skeletal form and
then identify the segmentation points. We first remove the
redundancy of the points over a local region in a charac-
ter and define the character with a much lesser number of
points. This method is based on the perception of the hu-
man eye which can distinguish between the various charac-
ters. The human eye can account for small changes in the
shape of the character and still recognize the character that
is written. If we decompose the character into its skeleton,
the information regarding the character is not lost but all the
variablilty and the redundancy in the information is com-
pletely removed. This skeleton is still recognized by the hu-
man eye. We thus propose a method in which the character
is decomposed to its skeleton and the points for segmenta-
tion is obtained from such a character by chain coding.

This is done by averaging the character over a window
Wn and defining the segment of the character over the
length of the window as the average value.

xi =
(i+1)m∑

n=1+im

xn

m
(4)

yi =
(i+1)m∑

n=1+im

yn

m
(5)

Here m denotes the length of the window used. We can
thus see the character in its skeletal form as shown in 12.

After this, we now find the segmentation points from the



Figure 8. Skeletal form of the character

Figure 9. Points of Segmentation indicating change in direction

character in its skeletal form. This is done by the chain
coding method. Let Np be the number of points in the pre-
processed character P.

• As the character is written, calculate the slope values
of the sampled points of the character.

• Quantize the slope angle of the segment between two
consecutive points of P into 8 levels [1]. Let Q denote
the set of quantized slope values for a given P. Then
we have:

Q = qi| where , i = 1, 2, 3, .., Npqi0, 1, 2, .., 7 (6)

• The change in the values of the slope between the cur-
rent point Pi and the slope at the previous point Pi−1

is calculated.

• This value i.e the difference in the slope values is ac-
cumulated and when the change is greater than 180
degrees then the point is termed as the segmentation
point.

This gives us the segmented parts of the character as
shown in 9. Thus both the above algorithm give us accu-
rate estimate of the critical points.

Figure 10. Sample Character written by a User
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Figure 11. Character after Sampling

3. Features of the Sub-Strokes

We extract two different set of features for the character
recognition. One is the polynomial coefficients of the poly-
nomial fitted to the plot of distance and angle. Now we have
to model the sub-strokes after the segmentation algorithm,
which do not have any change in direction in their shape.
Once we obtain the sub-stroke, we calculate the Euclidian
distance of each point in the sub-stroke from the first point.
So we can now plot a graph in which each point is defined as
the Euclidean distance from the first point. The Euclidean
distance is given by;

Ds =
√

(X(i) − X(1))2 + (Y (i) − Y (1))2 (7)

We also know that, given a discrete sampling of N data
points having coordinates

Pi = (xi, yi)i = 1, 2, 3.....N (8)

The value of y can be correlated to the value of the x
coordinate via an approximate function Y having the form:

Y (x) = Anxn +An−1x
n−1 + ...+A1x+Constant (9)

which corresponds to an nth degree polynomial ex-
pansion. The expansion coefficients Ai are determined



Figure 12. Polynomial fit obtained on the distances for each of the
sub-strokes

by least-squares fitting the data points to this expression.
The resulting continuous function may then be used to
estimate the value of y over the entire x region where the
approximation has been applied. We use the polynomial
regresson method described above to fit a polynomial for
the distances obtained for all the points in the segmented
sub-stroke of the stroke. We then find the coefficients,
A1, A2...An of a polynomial p(x) of degree n that fits the
data in a least squares sense. The result P is a row vector of
length n + 1 containing the polynomial coefficients in de-
scending powers. This is the first set of features formed for
each of the segmented sub-strokes in a character. A hand
written character is show in Figure 10 and the character
after sampling is done is shown in Figure 11. The character
shown has 9 segmentation points and thus 8 sub-strokes.
Figure 12 shows the polynomial regression method applied
to the distances obtained for every sub-stroke as described
above.

The other set of features are the coefficients of the spline
curve fitted onto the points determined by the segmentation
algorithms. We use the non-uniform B-Spline curve fitting
for defining the features of our dataset. A non-uniform B-

Figure 13. Critical points obtained after the segmentation algo-
rithm

Figure 14. Spline fit with the critical points obtained from the seg-
mentation algorithm as knots

Spline curve is defined as

C(t) =
n∑

i=0

Ni,p(t)Pi (10)

where Pi are the control points for the B-Spline curve
and Ni,p is the pth B-Spline basis functions defined as

Ni,p = Ni,p−1(t).
t − ti

ti+p−1 − ti
+ Ni+1,p−1.

ti+p − t

ti+p − ti+1

(11)
where t0, t1, ..., tn+p is a non-uniform knot vector. We

choose a non-uniform B-Spline curve because it is more
flexible and can reduce the fitting errors [7]. The points
determined by the segmentation algorithm as the critical
points are taken as the knots for the spline fitting method.
Figure 13 shows the segmentation points which are used as
the knots and the spline fit done on these points is shown in
Figure 14.

4. Classification

We trained an SVM classifier with Radial Basis Func-
tion(RBF) kernel[8] with the polynomial coefficients and



Figure 15. Five fold cross-validation results using SVM classifier

the B-spline co-efficients as the features separaely. Then
SVM finds a linear separating hyperplane with the maxi-
mal margin in this higher dimensional space. C > 0 is the
penalty parameter of the error term. The RBF kernel used
is given below

K(xi;xj) = exp(−γ(||xi − xj ||)2, γ > 0 (12)

The kernel parameters were chosen by using a five fold
cross validation using all the training data samples. The best
parameters were found to be C= 128 and γ = 0.25 which
was operating at an efficiency of 68% as shown in 15 for
the polnomial regression technique.

5. Results and Discussion

Testing has been done on the Tamil dataset collected
from 168 users with an average of 5 trials per user. The
datasets has been collected using the Compaq tc 1100 tablet
PC. The data collected contains characters written in var-
ious styles, number of strokes, order of strokes and direc-
tion of strokes. The results have been presented in table 1.
The below results show the accuracy obtained for all the
three difference segmentation algorithms described in this
paper. We find that the two segmentation algorithms based
on velocity profile smoothening and eye perception mod-
elling give a much higher accuracy. Also, the spline coeffi-
cients are able to give higher accuracy for all the three types
of segmentation algorithms as compared to the polynomial
regression method.

6. Conclusion

We have proposed a novel writer independent recogni-
tion scheme for online Tamil characters. This is done first
by the segmentation algorithms which captured the charac-
teristics of a handwritten character. We used two different

Table 1. Comparison of Character Recognition accuracy
Segmentation %Accuracy with %Accuracy with

Method polynomial coeff spline coeff
Existing Method 62% 67%
Algorithm based

on average 66% 72.4%
velocity

Algorithm based
on Skeletal 68% 74%

decomposition

set of features and fed it to a SVM classifier which gave
us good results. The segmentation algorithms proposed by
us have given very good and accurate reults and further po-
tential research is to improve the features of the sub-strokes
obtained.
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