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Abstract. Identification of the script of the text, present in multi-script
documents, is one of the important first steps in the design of an OCR
system. Much work has been reported relating to Roman, Arabic, Chi-
nese, Korean and Japanese scripts. Though some work has already been
reported in Indian scenerio, the work is still in its nascent stage. In this
work we report a script identification algorithm at the word level. Ini-
tially, we deal with the identification of the script of words, using Gabor
filters, in a bi-script scenerio. Later, we extend this to tri script and
then, five-script scenerios. The combination of Gabor features with near-
est neighbor classifier shows promising results. Words of different font
styles and sizes are used.
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1 Introduction

India has 26 official languages represented with 13 unique scripts. Many official
documents are multi-script in nature. OCR has the potential to integrate people
of different languages for socio-economic purposes. Besides, there are other Asian
countries, where multi-script documents exist. Thus identification of the script
is one of the necessary challenges for the designer of OCR systems, dealing
with such multi-script documents. Quite a few results have been reported in the
literature, identifying the scripts in multi-script documents. However, very few
of these works deal with script identification at the word level.

Spitz et al. [1] use the spatial relationship between the structural features of
characters for distinguishing Han from the Latin script. Asian scripts (Japanese,
Korean and Chinese) are differentiated from Roman by an uniform vertical distri-
bution of upward concavities. In the case of the above Asian scripts, the measure
of optical density (i.e. the number of ON-pixels per unit area) is employed to
distinguish one from the other. Hochberg et al. [2] use cluster based templates
for script identification. They consider thirteen different scripts including De-
vanagari, an Indian script used to write Hindi, Sanskrit, Marathi and Nepali
languages. They cluster the textual symbols (connected components) and create
a representative symbol or a template for each cluster. Identification is through
comparison of textual symbols of the test documents with those of the templates.
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However, the requirement of the extraction of connected components makes this
feature a local one. Wood et al. [3] suggest a method based on Hough transform,
morphological filtering, and analysis of projection profile. Their work involves
the global characteristics of the text.

Tan [4] has suggested a method for identifying six different scripts using
a texture based approach. Textual blocks of 128 x 128 are taken and filtered
with angular spacings of 11.25°. This method requires image blocks containing
text of same script. Roman, Persian, Chinese, Malayalam, Greek and Russsian
scripts, with multiple font sizes and styles (font invariance within the block), are
identified.

Pal and Chaudhuri [5] have proposed a method, based on a decision tree,
for recognizing the script of a line of text. They consider Roman, Bengali and
Devanagari scripts. They have used the projection profile, besides statistical,
topological and stroke-based features. At the initial level, the Roman script is
isolated from the other two, by examining the presence of the headline! (shi-
rorekha). Devanagari is differentiated from Bangla by identifying the principal
strokes [5]. In [6], they have extended their work to the identification of the script
from a given triplet. Here, they have dealt with almost all the Indian scripts. Be-
sides the headline, they have used some script-dependent structural properties,
such as the distribution of ascenders and descenders, the position of the vertical
line in a text block, and the number of horizontal runs.

Chaudhuri and Seth [7] have proposed a technique using features such as
the horizontal projection profile, Gabor transform and aspect ratio of connected
components. They have handled Roman, Hindi, Telugu and Malayalam scripts.

For most of the above reported works, the textual block taken for the script
recognition task is either a mono-script line or a paragraph. However, in the
Indian context, in the official documents, technical reports, magazines and ap-
plication forms, the script could, in principle, vary at the word level. Figure 1
demonstrates this with an example bilingual document containing Devanagari
and Roman scripts.

Recognition of the script, using statistical features, at word level has been
reported by Dhanya et al. [8]. Here the authors tried to differentiate the Tamil
and Roman scripts using various feature-classifier combinations. This work has
been extended by Pati et al. [9]. Here the authors have identified Odiya and Hindi
scripts, besides Tamil, against the Roman script. They use a bank of Gabor filters
for feature extraction with linear discriminant classifier for decision making.
Besides, redesign of the Gabor functions has allowed to enhance the system
efficiency. Pal and Chaudhury [5] have tried to discriminate Roman, Devanagari
and Bangla scripts at the word level using a set of structural features and a tree
based classifier. They have extended their approach to identify scripts in another
triplet, Roman, Devanagari and Telugu scripts [10]. Padma and Nagabhushan
[11] have discriminated Roman, Devanagari and Kannada script on similar lines.

! Both Devanagari and Bangla scripts have a horizontal line at the top, known as
shirorekha, which connects the characters in a word
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Fig. 1. A sample biscript document showing interspersed Hindi and English words.

Though some works have been reported for identifying the script of the Indian
documents, the work is still in its infancy. In the present work, we explore the
effectiveness of our approach [9] in recognizing up to three or five scripts.

2 Data Description

Our database consists of about 1000 scanned documents, containing combina-
tions of different scripts. These documents are scanned from various sources
such as (i) laser printed pages, (ii) printed books, (iii) magazines, (iv) newspa-
pers and (v) official documents. We have collected about 4500 words each from
Tamil, Kannada, Odiya, Devanagari and Roman scripts [12]. 3000 of these are
selected randomly for each script, to form the training set, while the rest 1500
words form the test set. Most of these words have been segmented and collected
from actual bilingual documents, with the script varying at the word level. We
have assumed that a word contains at least two characters. These words contain
a lot of variability in terms of font size and style, as well as the age and nature
of the document from which they are collected. We also ensure that there are no
blank rows or columns present in the word image.

3 System Description

HVS is best modelled by Gabor functions ? [15], because the mammalian visual
system involves a set of parallel filter channels which are quasi-independent [16]
as well as direction dependent [17], at the cortical level. This supports the theory
of multi-channel filtering of signals in systems that model biological vision [18].
This scheme has been successful in texture segmentation [19] and researchers
have also used it for text page segmentation [20,21].

% Gabor [13] introduced these functions, a Gaussian modulated by a complex sinusoid,
in 1946 for one-D case which was later extended to 2D case by Daugman [14].



There are two approaches taken for script identification in a multi-script
scenerio. One of them extensively studies the similarities and differences in the
structures between the co-occuring scripts while the second method deals with
each script as a different texture. In our view, the latter method is more robust
as it deals with the script regardless of the size or style of the font. Thus, we are
employing a multi-channel filtering approach, employing Gabor functions, for
script identification. This claim of ours is supported by our earlier employment
of these banks for successful page layout analysis [21] and script identification
[8,9]. We have used the Gabor filter bank, earlier designed and implemented for
script identification by us [9].

The Gabor filter bank, we use, has three different radial frequencies (0.125,
0.25 & 0.5) and six different angles of orientation (§ = 0, 30, 60, 90, 120
and 150 degrees). Thus, we have used a radial frequency bandwidth of 1 octave
and an angular bandwidth of 30°. The spatial spread of each filter along the z—
and y—coordinates are determined by the standard deviations of the Gaussians,
o, and oy, respectively. Both of them are functions of the radial frequency and
angular bandwidth. The three radial frequencies with six 8’s give a combination
of 18 odd and 18 even filters. A given word image is filtered with these 36 filters.
A 36 dimensional feature vector is formed with the total energy in each of the
filtered images being a feature.

We use linear discriminant (LD) and nearest neighbor (NN) clagsifiers as the
decision makers. Each feature vector acts as a point in a d—dimensional space,
where d (= 36) is the dimensionality of the feature vector. The NN classifier
finds the closest neighbor of the test pattern in this space. It then assigns the
class value of this closest pattern to the test pattern. Thus, in a bi-class case,
if the test pattaern has a closet neighbor from class w;, then the test pattern
is assumed to be from class w;. In LDC, however, we try to find a hyper-plane
which best discriminates the classes in this d-dimensional space. In a bi-class
case, this hyper-plane divides the feature space into two parts such that the
training patterns of the two different classes lie on the opposite sides of this
plane. Thus, when a test pattern lies on one side of the hyper-plane, it gets
the class value meant for that side of the hyper-plane. A multi-class scenerio
could be considered to be consisting of a number of 2-class scenerios, for LDC
evaluation. Thus, by combining the 36-dimensional Gabor features with the LDC
or NN classifier, we try to identify the script of a word in bi-script, tri-script and
five-script cases.

3000 training patterns is a fairly large set per script. Moreover, quite a lot of
samples could be actually very closely placed in the feature space. For deciding
the discriminating hyper-plane, only few representing samples which lie on the
border of the class are sufficient. Besides, a large training set consumes a lot of
computational time while the NN classifier is at work. Thus, it is worth looking
at prototype selection mechanisms, where a reduced set called a prototype set
takes the place of the training or reference set. This being a small set has the
advantage of combined space and computational time efficiency.



Susheela Devi and M N Murthy [22] have proposed an efficient incremen-
tal prototype set building algorithm. This they have tested over a variety of
benchmark data sets and reported that it performs consistently. The algorithm
proposed by them has two stages: (i) set growing stage and (ii) set reduction
stage. While the set growing stage increases the number of prototypes till all
the training samples are recognized, the set reduction technique removes those
prototypes which are responsible only for self-classification. We have taken the
training sets of all the five scripts and employed a NN classifier for this pur-
pose. We have used only the set growing technique and declare the process to
end when it achieves 100% recognition accuracy of the training set against the
prototype set, for all the five classes.

4 Results

To confirm that our selection of test and training sets are class representive in
nature, we tested the accuracy of recognition of the test set against that of the
training and vice versa. We use the NN classifier for this purpose. The test set
recognition accuracy against the train set is 96.0% while that of the train set
against the test set is 94.7%. This shows that the selection of the test and train
sets are fairly independent and are class representative in nature.

The prototype selection mechanism was able to reduce the training set to
a much smaller set. At the end of the process, we had 291, 290, 258, 570, 485
samples representing the English, Hindi, Kannada, Odiya and Tamil scripts, re-
spectively. Thus, we had a total of only 1894 samples representing 15000 training
samples of all the five classes, saving about 87% of memory and computation.

For the five scripts, we have considered for our script identification experi-
ments, we have 10 different bi-class problems. We report the accuracies of the
bi-class script indentification in Table 1. The performance is presented in %age
and give the average recognition accuracies of both the scripts involved. We are
presenting the accuracies of the LD and NN classifiers together. In the table, the
characters E, D, K, O and T represent the Roman (English), Devanagari (Hindi),
Kannada, Odiya and Tamil scripts, respectively. It can be observed that both
the LD and NN classifiers have performed very well with the Gabor feature vec-
tors, though in most of the cases the NN classifier performs marginally better.
The highest attainable accuracy for the test set against the full training set is
99.7% for the bi-class problem of Hindi vs. Kannada with a NN classifier while
the lowest attainable, with the same classifier, is 97.3% for Odiya and Tamil
combination. It could be noted that, the accuracies of the test set against the
prototype set is also quite high, though trailing behind the full training set. This
could be owing to the following reasons. Since we have tried to attain 100%
accuracy for the prototype selection process, there is every likelihood that to at-
tain that accuracy, the spurious patterns have also come into the prototype set.
Thus, eliminating such outlier patterns by the technique proposed by Susheela
Devi et. al. could be of help. We could also try to saturate the process little
earlier than attaining 100% accuracy and see how such a prototype set behaves.



The observation of good bi-class accuracies makes us infer that the five classes
are well separated in the feature space.

Table 1. Recognition rate for pairs of scripts involving various Indian scripts. The
figures indicate the average correct recognition of words in both scripts of the test set
against the train set and the prototype set using NN or LD classifiers.

TRAIN SET PROTOTYPE SET
E|D K|O|T||E|D K|O|T
- 199.1199.2|97.8|97.4|| — [98.7(98.7|97.6|96.0

99.1| — 199.5|99.1(98.9||198.7| — [99.0{99.1]|98.4
99.2(99.5| — |98.0(99.2{|198.7|199.0| — [97.1|99.2
97.8(99.1198.0| — (98.2{|97.6/99.197.1| - |97.8
97.4(98.999.2|98.2| — |/96.0(98.4/99.2|97.8| —
— 199.4|99.6(98.5|98.8|| — |98.9]99.5|97.4|97.6
99.4| — 199.7|199.4(99.2{|198.9| — [99.5|98.8/98.0
99.6(99.7| — (98.2(99.4(|199.5/99.5| — [96.2/99.0
98.5(99.4|98.2| — (97.3||97.4|98.8/96.2| — |95.6
98.8(99.2{99.4/97.3| — |/97.6/98.0|99.0{95.6| —
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Most official documents in India contain three scripts. They are English,
Hindi and the local script of the place where the document is used. In the
second series of experiments, we have attempted discrimination between three
scripts, out of which two are Roman and Devanagari. Based on the experiments
on pairs of scripts, we expected good separation between scripts in a triscript
scenario using both of the LD and NN classifiers. The results of such experiments
are presented in Tables 2 and 3 for LDC and NNC, respectively. The test sets
have again been tested for their recognition accuracies against the train and the
prototype sets.

While the recognition accuracies are generally good, it is observed that Tamil
performs the worst when compared against the combination of Hindi and English
scripts (see table 2). The discrimination between Tamil and combined Hindi and
English is low at 96.4% for the full train set and at 94.4% for prototype set. Here,
also, the recognition accuracies obtained with the prototype set closely follows
the accuracies with the train set. When we compare the results presented in
Table 3 (obtained from NNC) with those in Table 2 (obtained from LDC), NN
classifier is observed to fare better than the LDC. This is in confirmation with
the results for bi-class experiments. For the NN classifier, it is again Tamil script
which is observed to be having the lowest average accuracy amongst the three
local scripts, for both train and prototype sets.

We have compared our results with the earlier reported results of Pal &
Chaudhuri [10] and Padma & Nagabhushan [11]. Pal & Chaudhuri have re-
ported an accuracy of 97.2 % for recognition of Devanagari words while Padma
& Nagabhushan have reported 97 % for the same scripts. We achieve a mini-
mum of 97.6 % for the recognition of Devanagari words, against Kannada and



Table 2. Average recognition accuracies for script triplets comprising of Roman (E),
Devanagari(D) and Indian local scripts(L). Here L/DE means the average recognition
accuracy of the local script against the combined Hindi and English scripts. Values
shown are percentages for Gabor feature with LDC as the decision maker.

TRAIN |PROTOTYPE
KIO|T|K|O| T

L/DE|98.7|97.3]96.4(98.4|97.1| 94.4
D/EL|98.7|99.0|{98.6|97.6]98.7| 98.3
E/DL|98.9|97.8|98.2(98.7(96.9| 97.7

Table 3. Triscript recognition rate (in percentage) for the scripts of Kannada (K),
Odiya (O) and Tamil (T) with English and Hindi. The Gabor features have been used
with NN classifier, against both the training and prototype sets.

TRAIN |PROTOTYPE
K|{O|T|K|O| T
English|98.9|96.9(97.5/98.8/96.1| 96.8

Hindi|98.7(98.9(98.3|98.1|97.4| 97.5

Local|99.3|98.9|97.3(99.3|97.6| 96.1
Average|99.0]98.2|97.7|98.7(97.0| 96.8

English. This is the worst case we have when LDC is the decision maker and the
test set is compared against the prototype set. The system performs better for
combinations involving Kannada and Odiya as local scripts. The discrimination
rate of Devanagari words against the other two is 98.7 and 98.3 %, for Odiya
and Tamil as the local scripts, with prototype set, respectively.

Thus a system, using LDC, employed for the discrimination between scripts
in a tri-script scenerio involving Kannada, Hindi and English scripts would in-
volve the separation of English at the first level with an accuracy of 98.9% and
the separation between Kannada and Hindi at the second level, with an accu-
racy of 99.5%. This makes the overall accuracy of the system to be 98.4% with
the train set. A similar arrangement with the prototype set gives 97.7%. The
average recognition accuracies for such a tri-script scenerio, employing NNC as
the decision maker, is 99.0% and 98.7% against the train and prototype sets,
respectively. Thus our system, at all its configurations outperforms the system
reported by Padma & Nagabhushan which has a maximum achievable accuracy
of 96.7% for the same tri-script scsnerio.

Since our identification scheme depends on statistical rather than structural
features, we have an advantage of taking any number of scripts and identifying
them. On the observation that our feature classifier combinations are deliver-
ing us with very good recognition accuracy, we tried to identify the scripts in
a 5-script scenerio. In this case, any test sample is compared with the refer-
ence samples from all the classes by a NN classifier. The LDC classifier finds
a discriminant function, which separates the script associated with the func-



tion, from rest four scripts. The test pattern is checked with all the discriminant
functions for a score which measures its distance from the respective discrim-
inant hyper-planes. The test pattern belongs to the script of the discriminant
function yielding the maximum score. Table 4 presents the results of the script
identification in this scenerio. Consistent with our earlier recorded results, the
combination of the NN classifier with the train set yeilds the best average result.
Interestingly, while Kannada fares low with LDC, it is the Tamil and Odiya
scripts that fare low with NN classifier.

Table 4. Recognition rate (in percentage) for a penta-class case involving all the five
scripts, using the 36-dimensional Gabor feature with LD and NN classifiers.

TRAIN |PROTOTYPE
LDC|NN|LDC| NN
English |95.8(96.1{94.4| 94.9
Hindi 97.1(97.5/96.9| 95.9
Kannada|89.997.2|76.0 | 95.7
Odiya [93.5(94.5/96.1| 91.1
Tamil 91.3(94.5/89.6| 91.7
Average {93.5(96.0/90.6| 93.9

5 Conclusion and Discussion

The combination of Gabor filter bank with either LD or NN classifier handles
the issue of script recognition at the word level reasonably well. LDC closely
follows NNC when a comparison is made between the classifiers for all cases.
However, the actual performance is highly script dependent. For example, the
overall classification performance, using the train set, for the tri-script combina-
tion involving Kannada, Devanagari and English is 98.4%, whereas the average
correct recognition is only 97.4% for the bi-script combination of Tamil with En-
glish, and it is only 97.8% when Odiya is recognized against English. These are
the results using the LDC. On similar lines, when we consider NNC, the average
tri-script recognition accuracy for the triplet using Kannada as the local script
is 99.0% while the bi-script cases of Odiya and English is 98.5% and that of the
Odiya against Tamil is only 97.3%. Hindi script has a recognition accuracy of
97.5%, using NNC, against all the five scripts being present in the train set while
the recognition accuracy of Roman script from the triplet having Odiya as the
local scipt is 96.9%.

The prototype selection mechanism has been successfully able to reduce the
train set by about 87%. But the cardinality of the sets for different scripts
shows the sets are highly skewed. Kannada gets represented by less than half
the number of prototypes needed for the Odiya script. Similarly, Tamil script
needs a little less than double the number of prototypes present for Kannada



script. This gives us an impression that these two scripts, Odiya and Tamil,
are relatively spread out in the feature space while the other three scripts form
compact clusters. When we look at the accuracy results recorded in Tables 1, 2,
3 & 4, we can observe that it is these two scripts which have been consistently
faring low in all cases. This shows that even the test patterns are so widely
distributed as to get mis-classified with greater likelihood. Thus, we infer that
these two scripts are well spread out in the feature space. Despite all this, the
results substantiate our assumption that the HVS inspired system is well suited
for script identification in multi-script documents. However, this needs to be
tested with other Indian and non-Indian scripts. Further, it will be interesting
to compare the results against other features.
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