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ABSTRACT

Neural network based radial basis function networks (RBFN)
and subspace projection approach have been employed to

recognize printed Kannada characters. RBFN’s are trained

with wavelet features using K-means and subspace method

is applied on normalized image. Use of structural features

for disambiguating confused characters improved the recog-

nition accuracy by 3% in case of subspace and by 1.6% us-

ing RBFN. Compared to subspace, a maximum recognition

rate of 99.1% is achieved with RBFN using Haar wavelets

and structural features.

1. INTRODUCTION

Intense research and development in optical character recog-
nition (OCR) has led to the availability of commercial OCRs
in printed Roman, Japanese, Korean, Chinese and other ori-
ental scripts. However, the availability of such products for
Indian scripts is still a rarity. The present work addresses
the issues involved in designing a OCR system for printed
Kannada text. Kannada, is the official language of the south
Indian state of Karnataka. Modern Kannada has 48 base
characters[1], called as varnamale. Figure 1 shows a sub-
set of base characters from the training set. These are di-
vided into vovels and consonants. Consonants take modi-
fied shapes when added with vowels. Vowel modifiers can
appear to the right, on the top or at the bottom of the base
consonant. In addition, combination of two or more charac-
ters can generate a new complex shape called a compound
character. Kannada script is more complicated than English
due to the presence of these compound characters. How-
ever, the concept of upper/lower case characters is absent in
this script. Recognition of Kannada characters is more dif-
ficult than many other Indian scripts due to higher similar-
ity in character shapes, a larger set of characters and higher
variability across fonts in the characters belonging to the
same class. There were few attempts made in the recent past
for the recognition of printed Kannada characters. Prob-
abilistic neural network classifier[2] trained with geomet-
ric, zernike and pseudo-zernike were extensively studied.
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Fig. 1. Subset set of base characters from the training data
normalized to 32X32

In the other approach[3] support vector machines were em-
ployed for classification using structural features extracted
from subimages of a character.

In the present work, we evaluate the performance of
radial basis function (RBF) networks and subspace classi-
fier on base characters. Section 2 describes wavelet feature
extraction method. Section 3 presents algorithmic steps in
training RBF network, followed by description of subspace
approach in section 4. Results and conclusions are pre-
sented in section 5, along with the structural features used
to disambiguate confused character pairs.

2. DISCRETE WAVELET TRANSFORM (DWT)

Two important properties, time and frequency localization
and multiresolution analysis (MRA), make the DWT a very
attractive tool in image compression [4],[5]. The main ad-
vantage of MRA is that the different features of the image
can be seen at different resolutions of image decomposi-
tion. Figure 2 shows the wavelet decomposition at the first
level. Taking the wavelet transform of an image involves
the application of a pair of lowpass (L) and highpass (H)
filters called quadrature mirror filters. The lowpass fil-
ter corresponds to the scaling function which is the basis
for the wavelet function. The highpass filter corresponds
to the wavelet function. The filters H and L are applied
(convolution) on the rows of the image f(x,y). The result-
ing images H, f (z,y) (detail image) and the L, f (z,y) (ap-
proximation image) are down sampled by a factor of 2. Now
filters H and L are applied on the columns of H,. f(x,y) and
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Fig. 2. Wavelet decomposition
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L, f(z,y), resulting in four images namely, H.H,. f (z,y),
H.L.f(z,y),LcH,f(x,y) and L.L,f(z,y). And again,
these images are downsampled by two. Since approxima-
tion image contains most of the energy, further decomposi-
tion is carried on L L, f(x,y). In our work, approximate
coefficients from the normalized binary image at the second
level of decomposition are used as features.

3. RADIAL BASIS FUNCTION NETWORKS

RBF network consists of three layers, namely, input layer,
hidden layer and the output layer. Each node in the in-
put layer corresponds to a component of the input vector
x. The second layer, the only hidden layer in the network
applies non-linear transformation from input space into hid-
den space by employing non-linear activation function, such
as Gaussian kernel. Linear nodes at the output layer corre-
spond to the possible classes of the problem. In our method,
input dimension is set to 64 and output dimension is 37
corresponding to a subset of frequently occurring charac-
ters from the base characters. Commonly used RBF is the
Gaussian. A simple way to choose the number of radial ba-
sis functions is to create a hidden neuron centered on each
training pattern [6]. However this method is computation-
ally very costly and takes huge amount of memory. There-
fore training patterns are first clustered into a reasonable
number of groups using K-means clustering algorithm and
then a neuron is assigned to each cluster center. The widths
(variance) of the basis functions are set to a multiple of the
average distance between the centers. The value of the mul-
tiple governs the amount of smoothing. Steps in training an
RBF network [7]:

e Apply the input pattern, x, = (Zp1,Zp2, -y TpN )"
to the sensory nodes of the input layer, where x,, is
the pth training sample or feature vector and [V is the
dimension of the applied input.

e Calculate the output of each hidden neuron using the
Gaussian radial basis function.
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where x,, is the pth training sample, c; the weight vec-
tor or center of ith neuron in the hidden layer and o;,
the width of the neuron.

e Compute the interpolation matriz ® by repeating
the above steps for all the training samples.
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where N; and NN, are the number of training patterns
and radial basis functions, respectively.

e Find the linear weight vectors w of the output layer
using interpolation matrix and target vectors d

w=3&"1d 3)

4. SUBSPACE PROJECTION

This efficiently represents higher dimensional data in lower
dimensional space by projecting them onto the subspace
spanned by eigen vectors corresponding to significant eigen
values of covariance matrix. The steps in the computation
of subspace bases[8] :

e Computation of covariance matrix:
M
t t
Cx = i Z XkXp — My @)
k=1

where my is global mean vector of the ensemble of
training samples, x = [z1,Z2,....,T,]¢ with dimen-
sion 1024 and M is the size of the training set (1183
samples).

e Determination of eigen values and the corresponding
eigen vectors of the covariance matrix by solving,

ICx = M| = 0 (5)
CyV = AV (6)

where, I is identity matrix, A is an eigen value and V
is the corresponding eigen vector.

e Projection of the input vectors onto the subspace by
using transformation matrix A formed by arranging
the eigen vectors of covariance matrix in such a way



that the first row of A is the eigen vector correspond-
ing to largest eigen value and last row is the eigen
vector corresponding to the smallest eigen value.

Y = A(x — mx) (7

The transformed vectors Y are used as features and
the elements of the Y vector are uncorrelated. By
varying the dimension of transformed vectors Y, recog-
nition rate is studied.

5. RESULTS AND CONCLUSION

The data samples for the present work are collected by scan-
ning various Kannada magazines with a resolution of 400
DPI. More than 40,000 characters are collected from these
scanned images. The software is implemented on a Sun-
Ultra Sparc workstation using C language and M ATLAB
package under Unix/Linux platform. The results presented
are based on presegmented characters. The training set for
the base characters contains 1183 samples corresponding to
37 classes and number of patterns in each class on an aver-
age is 32. The performance of subspace and RBF classifier
have been evaluated on a test set containing 1453 randomly
selected characters with different font styles and sizes. All
the training samples are normalized to 32X32 using bilinear
interpolation before feature extraction.

From the ensemble of training samples, global mean
vector and covariance matrix are computed. The training
samples are projected onto the subspace by using the sig-
nificant eigen vectors of covariance matrix. Figure 3 shows
magnitudes of first 100 eigen values. Figure 4 shows the
original binary image of a character, and its reconstruction
using subspace of dimension only 60. The classification

performance is studied using various feature dimensions start-

ing from 10 to 90, since first 90 eigen vectors contain most
of the energy. The results using NN-classifier are shown
in Figure 5. Recognition rate initially increased with in-
crease in the size of the feature vector of subspace, but after
some point, it remains constant as it is evident from Fig-
ure 5. It is observed that more than 84 percent of the to-
tal energy is stored in the first 100 eigen values. Extensive
testing showed that even if more than 200 eigen values are
considered, the recognition rate does not improve consider-
ably compared to the result with a dimension of 60. These
experimental results show that, 60-dimensional feature vec-
tor is best suited for recognition. Table 1 lists a group of
confused characters. Structural features were used at the
second level of classification to disambiguate the confused
character pairs. Structural features extracted are aspect ra-
tio, orientation of particular strokes, width of the middle
zone[ 1] and height of the segment in the top zone from the
subimages of the character. Use of structural features im-
proved the recognition rate by around 3%. The following
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Fig. 3. Magnitudes of first 100 eigen values of the base
characters normalized to 32X32

Fig. 4. Reconstruction of base character normalized to

32X32 using 60 significant eigen vectors: Original image
(left) and reconstructed image (right)
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Fig. 5. Recognition rate as a function of subspace dimen-
sion
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Table 1. Confused character pairs using NN classifier in
subspace: Top row indicates the original characters, the bot-
tom row shows the corresponding confused characters.

itemized text shows the confused character and the struc-
tural features used to recognize it.

e J: If the number of ON pixels>40 in the orientation
40° — 70° in the lower right quarter image

e J: If the width of vertical projection in the bottom
half of image<75% of the width of the character

e J: The number of ON pixels>35 in the orientation
20° — 50° in the upper middle region of the image

e 3 If all the above conditions are not satisfied

e Resolving (G,0): If the width of vertical projection
profile in the top and bottom half of the image is equal
to its width and right matra field in middle region is
empty, then it is O, else O

Radial basis function networks are trained in supervised mode
of learning employing Gaussian kernel as the activation func-
tion. The approximate coefficients in the second level de-
composition of Haar wavelets are used as features with di-
mension of 64. On experimenting with various other wavelet
families[9], Haar wavelets are found to be best for recogni-
tion. In order to reduce the computational complexity and
to improve the classification speed, K-means clustering al-
gorithm is used. The desired number of clusters are ran-
domly initialized and distance between each training sam-
ple and the clusters is calculated. Nearest cluster is found
out and the cluster center is updated. This procedure is re-
peated until no change in the cluster centers for two succes-
sive iterations. Performance of RBF is evaluated by chang-
ing the number of neurons in the hidden layer with a con-
stant spread (variance) of 10. The number of neurons from
each class in the hidden layer are selected proportionate to
some percentage of total training patterns. Results with var-
ied number of hidden neurons are shown in Figure 6. The
recognition rate increased from 97.5% to 99.1% by using
structural features at the second level of classification, but
the improvement is only by 1.6% as against 3% using sub-
space classifier. Compared to subspace classifier, RBF has
an overall recognition rate of 99.1% with a slight improve-
ment of around 0.1%. Subspace technique has very good
classification speed of 1.69min for 1453 characters com-
pared to 2.51min for same set of characters using RBF net-
works.
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Fig. 6. Recognition rate as a function of number of neurons
in the hidden layer
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