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Abstract. This paper describes a two level classification algorithm to
discriminate the handwritten elements from the printed text in a printed
document. The proposed technique is independent of size, slant, ori-
entation, translation and other variations in handwritten text. At the
first level of classification, we use two classifiers and present a compar-
ison between the nearest neighbour classifier and Support Vector Ma-
chines(SVM) classifier to localize the handwritten text. The features
that are extracted from the document are seven invariant central mo-
ments and based on these features, we classify the text as hand-written.
At the second level, we use Delaunay triangulation to reclassify the mis-
classified elements. When Delaunay triangulation is imposed on the cen-
troid points of the connected components, we extract features based
on the triangles and reclassify the misclassified elements. We remove
the noise components in the document as part of the pre-processing
step.

1 Introduction

Most document images invariably consist of a mixture of machine printed el-
ements such as logos, text, barcodes etc and handwritten elements such as
address or name texts, signatures, markings etc. From established methods of
machine-printed and handwritten character recognition it is understood that
the methods are quite different from each other. Hence a necessary prepro-
cessing step to an OCR is the separation of machine-printed and hand-written
elements.

Imade et al. [1] have described a method to segment a Japanese document
into machine-printed Kanji and Kana, handwritten Kanji and Kana, photograph
and printed image. They extracted the gradient and luminance histogram of the
document image and used a feed forward neural network in their system. Kuhnke
et al. [2] developed a method for the distinction between machine-printed and
handwritten character images using directional and symmetrical features as the
input of a neural network. Guo and Ma [3] have propose a scheme which com-
bined the statistical variations in projection profiles with hidden Markov mod-
els (HMMs) to separate the handwritten material from the machine printed
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text. Fan et al. [4] have proposed a scheme for classification of machine-printed
and handwritten texts. They used spatial features and character block layout
variance as the prime features in their approach. They have also claimed that
this technique could be applied to English or Chinese document images. Pal
and Chaudhuri [5] have used horizontal projection profiles for separating the
printed and hand-written lines in Bangla script. In this paper we use a set of
seven 2D invariant moments, that are insensitive to translation, scale, mirror-
ing and rotation as the feature for distinguishing the printed and handwritten
elements. Then we go on to use Delaunay triangulation to reassign the labels
assigned to the elements. We find that the accuracy achieved is around 87.85%
using the nearest neighbour classifier and with the SVM classifier the accuracy
is 93.22%

2 System Description

The entire system is divided into three stages. The first stage is the prepro-
cessing stage, in which the document is cleaned of all the noise components
present such as spurious dots and lines. In the second stage we extract the fea-
tures based on invariant moments for classification of the elements into printed
or handwritten. This classification is done with the Nearest neighbor and SVM
classifiers separately. Finally, in the third stage we use Delaunay Triangula-
tion to reassign the class labels assigned to the elements. The flowchart of
the entire system is as shown in Figure 1. Let us look at the three stages in
detail.

Fig. 1. Flowchart showing the Algorithm for Text Localization
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2.1 Preprocessing

In this stage we remove the noise elements such as dots and lines in the document
image. This process is described below.

– Apply Connected Component Analysis (CCA)
– Obtain Bounding Boxes of the connected components. Then we find the

area of each connected element Ai and also find the minimum area Amin ,
maximum area Amax in the entire document.

– If one of the following conditions is met then it indicates noise in the docu-
ment and it is removed.

• If the value of; (Ai- Amin)/(Amax- Amin ) < T1 (a threshold value, for
the test documents it is set at 0.002)

• Aspect ratio is used to remove horizontal and vertical lines.
• Also if the height or width of the connected component is lesser than a

threshold value, then it is a spurious element or a dot, and we remove it.

The thresholds which are used have been chosen empirically.

2.2 Feature Extraction

We use the features drawn by invariants moment technique which is used to eval-
uate seven distributed parameters of an image element. The invariant moments
(IMs) are well known to be invariant under translation, scaling, rotation and
reflection [6,7]. They are measures of the pixel distribution around the centre of
gravity of the character and allow to capture the global character shape infor-
mation. In the present work, the moment invariants are evaluated using central
moments of the image function f(x,y) up to third order.

Discrete representation of the central moments is;

μpq =
∑

x

∑

y

(x − x̄)p(y − ȳ)qf(x, y) (1)

where for p,q = 0,1,2,... and x and y are moments evaluated from the geometrical
moments of Mpq as follows

x̄ =
M10

/
M00 and ȳ =

M01

M00
(2)

Mpq =
∑

x

∑

y

(x)p(y)qf(x, y) (3)

The central mmoments μ00, μ10, μ01, μ11, μ20, μ02, μ30, μ03, μ21, μ12 of order upto
3 are calculated. A further normalization for variations in scale is implemented
using the formula’

ηpq =
μpq

μ00
(4)

From the central moments, the following values are calculated;
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φ1 = η20 + η02

φ2 = (η20 + η02)2 + 4η2
02

φ3 = (η30 + 3η12)2 + (3η21 − η03)2

φ4 = (η30 + η12)2 + (η21 − η03)2

φ5 = (η30 + 3η12)2(η30 − η12)(η30 − 3η12)2 − 3(η21 − η03)2

+ (3η21 − η03)(η21 + η03)[(3(η30 − η12)2 − (η21 − η03)2

φ6 = (η20 − η02)(η30 + η12)2 − (η21 + η03)2+
η11(η30 − η12)

φ7 = (3η21 − η02)(η30 + η12)(η30 − η12)2 − 3(η21 − η03)2+

(3η12 − η30)(η21 + η03)[(3(η30 − η12)2 − (η21 − η03)2

(a) Input Document (b) Image after Handwritten elements are
classified using NN classifier

Fig. 2.

where φ7 is a skew invariant to distinguish mirror images. In the above, φ1 and
φ2 are second order moments and φ3 through φ7 are third order moments. φ1
(the sum of the second order moments) may be thought of as the spread of the
pattern; whereas φ2 may be interpreted as the ”slenderness” of the pattern. The
third order moments, φ3 through φ7 do not have any direct physical meaning
but includes the spatial frequencies and ranges of the image element.
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2.3 Classification

The following classifiers are used to localisze the handwritten text regions; i)
Nearest Neighbour Classifier ii) Support Vector Machines.

The feature vector is considered to be a point in the feature space and the
training data is a distribution of points in the feature space. Now for the test
block, we extract the feature vectors and then the Eculidean distances are calcu-
lated from each of the points of the training data. Using the Nearest neighbour
classifier principle we assign the class label of the training vector which has the
minimum distance from the test vector, to the test block. Figure 2(a) and 2(b)
depict the input image from which the handwritten elements are to be sepa-
rated and the output after classification using the nearest neighbour classifier.
In Figure 2(b), all those elements that have a class value of two, which represent
handwritten text are marked by a magenta Bounding Box.

We trained an SVM classifier with Radial Basis Function(RBF) kernel[8] with
the invariant moments as the features. Then SVM finds a linear separating hy-
perplane with the maximal margin in this higher dimensional space. C > 0 is
the penalty parameter of the error term. The RBF kernel used is given below

K(xi; xj) = exp(−γ(||xi − xj ||)2, γ > 0 (5)

The kernel parameters were chosen by using a five fold cross validation using all
the training data samples. The best parameters were found to be C= 256 and γ
= 0.0625 which was operating at an efficiency of 96%. With a lower computation
cost i.e, by reducing the value of C=32 we achieve an efficiency of 95% when
cross validation is done as shown in Figure 3.

Figure 4 depict the image in which the handwritten elements are separated
using SVM’s.

2.4 Reclassification

We now use Delaunay triangulation[9] for reclassification of the elements which
are misclassified. We briefly give the definition of Delaunay triangulation.
Delaunay triangulation of a set of non-degenerate vertices V is defined as the
unique triangulation with empty circles, i.e, no vertex lies inside the circumscrib-
ing circle of any Delaunay triangles, as follows:

DT (V ) = (pi.pj , pk)εV 3, B(pi.pj , pk) ∩ V \ (pi.pj , pk)εφ (6)

where B(pi; pj ; pk) is the circle circumscribed by the three vertices pi; pj ; pk that
form a Delaunay triangle. The Delaunay triangulation carried out on printed
text/handwritten text regions have the following features:

– The lengths of the sides of most triangles in a printed text region are similar
as compared to the lengths of the handwritten text.
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– Triangles in the printed text have their longest and similar sides link the
point pairs between two adjacent text lines above which is also printed text.

– The height of the triangles in the printed text region are uniform.

The above features are extracted after applying the Delaunay triangulation
and a threshold value based on comparing with the neighbouring points is
set to reclassify the text as machine printed or handwritten text. If a partic-
ular element and its neighbouring elements have similar features and the ele-
ment in consideration is labelled differently then it is assigned the label of the
neighbours.

We carry out the reclassification as per the following algorithm:

– First the Delaunay triangulation is done on the document for the centroid
points as shown in Figure 5(a) in which NN classifier is used and 5(b), in
which SVM is used as the classifier.

– Now, let us consider a centroid point P(x,y). A number of triangles originate
from P. Thus P is associated with other centroid points P1, P2 and Pn by
the Delaunay triangles. All such points P1, P2 and Pn which are connected
to the point P are said to be the neighboring points of P.

– After we get these neighboring points we compare the label of each point
with the label of the centroid point P(x,y). If the label is not the same then
we find the degree of similarity of the triangles; i.e in this case the difference
between the heights of the element defined by the neighboring centroid points
and the height of the element defined by the reference point P(x,y). If the
difference is less than 7 pixels then we increment a count indicating the
similarity in height.

– If more than 50% of the neighbouring points have similar height i.e, the
diference in height is less than 7 pixels then we reassign the label i.e 1 as 2
or 2 as 1. Let us assume count as Ci and the total no of neighbouring points
as Ni for the centroid point i then if the value of Ci

Ni
∗ 100 > 50 - the label

is reassigned else the label remains the same. This is then done for all the
centroid points.

– This means that if the centroid point P, has different text as compared
to the neighboring points, then the height difference will be greater than
7 pixels. However if the centroid point P, has similar text as compared to
the neighboring points and is misclassified we compare the height feature of
the triangles and compute the difference in height. If the feature is same(i.e
if the difference in height is less than 7 pixels), with more than 50% of the
neighboring points then the point P(x,y) is given the label of the neighboring
points and is re-classified. If the point P has the same label as that of its
neighbors then the above steps are not required and the above algorithm is
done for the next point.

Figure 6(a) and 6(b) shows the image of the document with the handwritten
elements localized within a magenta colored bounding box after the labels are
reclassified.
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Fig. 3. Graph showing the cross-validation results where γ is varied between 1 to 2−10,
C is varied between 1 to 2+10 and the best pairs of (γ, C) are choosen

Fig. 4. Image after the Handwritten elements are classified using SVM
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(a) Image after the NN classification show-
ing Delaunay triangulation’s plot

(b) Image after the SVM classification
showing Delaunay trangulation’s plot

Fig. 5.

3 Experimental Results

3.1 Data Description

The training data are extracted from over 500 documents which contain predom-
inantly machine printed elements. The handwritten elements are composed of
text that is both cursive and block handwriting besides signatures, dates and ad-
dress locations. Our test data consists of 150 English document images, scanned
at 200 dpi and stored in 1-bit depth monochrome format. These documents con-
tain handwritten elements, signatures, logos and other such things along with
free-flowing text paragraphs.

3.2 Accuracy Calculation

Table (1) shows the classification accuracy using the proposed method. Using
the nearest neighbour classifier we find that the number of printed text elements
which are misclassified is higher which reduces the overall accuracy after the
second stage of classification. The SVM classifier shows better accuracy and
also the misclassified elements are few in number. There were a total of 1,678
handwritten elements in the test documents and the nearest neighbour classified
1,475 elements correctly while the SVM classified 1,565 elements correctly.
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Table 1. Classification accuracy of Handwritten text from test data of 150 documents

Localization of Correctly Misclassified elements %Accuracy
Handwritten text Classified Elements

using Nearest Neighbour 1,475 672 87.85%
at the first stage
of classification

using SVM at the first stage 1,565 156 93.22%
of classification

(a) Handwritten elements re-classified af-
ter the NN classifier in the bounding box

(b) Handwritten elements re-classified af-
ter the SVM classifier shown in a bound-
ing box

Fig. 6.

4 Conclusion

In this paper we have presented a novel method for extraction of handwritten
text from the machine printed text in the documents. After the first level of
classification it is found that there are a lot of printed text which is misclassifed
and hence we employ delaunay triangulation to reclassify the text. This is found
to give us higher efficiency and accurate results. This classification which is done
over two levels improves the overall accuracy of localization of handwritten text
rather than a single level of feature extraction and classification. This method
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can be used to extract handwritten components from noisy documents and hence
it is a robust algorithm. The misclassification of printed text has been greatly
reduced by use of SVM as opposed to nearest neighbour classifier. However
this method fails to accurately localize when the handwritten elements have
similar structure to machine printed text for eg. block letters. Also in some
cases when there is a continuous set of handwritten text, only certain part of
the handwritten text are separated. This can be addressed by optimal selection
of more features at the first level of classification which can be further passed to
Delaunay triangulation.

References

1. Imade, S., Tatsuta, S., Wada, T.: Segmentation and Classification for Mixed
Text/Image Documents Using Neural Network. In: Proceedings of 2nd ICDAR, pp.
930–934 (1993)

2. Kuhnke, K., Simonicini, L., Kovacs-V, Z.: A System for Machine-Written and Hand-
Written Character Distinction. In: Proceedings of 3rd ICDAR, pp. 811–814 (1995)

3. Guo, J.K., Ma, M.Y.: Separating handwritten material from machine printed text
using hidden markov models. In: Proceedings of the International Conference on
Document Analysis and Recognition, pp. 439–443 (2001)

4. Fan, K., Wang, L., Tu, Y.: Classification of Machine-Printed and Hand-Written
Texts Using Character Block Layout Variance. Pattern Recognition 31(9), 1275–
1284 (1998)

5. Pal, U., Chaudhuri, B.: Automatic Separation of Machine-Printed and Hand-
Written Text Lines. In: Proceedings of 5th ICDAR, Bangalore, India, pp. 645–648
(1999)

6. Ramteke, R.J., Mehrotra, S.C.: Feature Extraction Based on Invariants Moment for
Handwriting Recognition. In: Proc. of 2nd IEEE Int. Conf. on Cybernetics Intelli-
gent System (CIS2006), Bangkok (June 2006)

7. Gonzalez, R.C., Woods, R.E.: Digital Image Processing, Pearson Education (2002)
8. Chang, C.-C., Lin, C.-J.: LIBSVM: a library for support vector machines, Software

(2001), available at http://www.csie.ntu.edu.tw/∼cjlin/libsvm
9. Davoine, F., et al.: Fractal image compression based on Delaunay triangulation and

vector quantization. IEEE Trans. Image Process 5(2), 338–346 (1996)

http://www.csie.ntu.edu.tw/~cjlin/libsvm

	A Robust Two Level Classification Algorithm for Text Localization in Documents
	Introduction
	System Description
	Preprocessing
	Feature Extraction
	Classification
	Reclassification

	Experimental Results
	Data Description
	Accuracy Calculation

	Conclusion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




