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Abstract

This paper describes an approach based on Zernike moments and Delaunay triangula-
tion for localization of hand-written text in machine printed text documents. The Zernike
moments of the image are first evaluated and we classify the text as hand-written using
the nearest neighbor classifier. These features are independent of size, slant, orientation,
translation and other variations in handwritten text. We then use Delaunay triangulation
to reclassify the misclassified text regions. When imposing Delaunay triangulation on the
centroid points of the connected components, we extract features based on the triangles and
reclassify the text. We remove the noise components in the document as part of the pre-
processing step so this method works well on noisy documents. The success rate of the
method is found to be 86%. Also for specific hand-written elements such as signatures or
similar text the accuracy is found to be even higher at 93%.

1 Introduction

Most document images invariably consist of a mixture of machine printed elements such
as logos, text, barcodes etc and handwritten elements such as address/name texts, signa-
tures, markings etc. There are various applications in which the separation of handwritten
text from machine printed text is necessary. Fan et al. [1] have used spatial features and
character block layout variance as the prime features for classification of machine-printed
and handwritten texts. Guo and Ma [2] have propose a scheme which combined the sta-
tistical variations in projection profiles with hidden Markov models (HMMs) to separate
the handwritten material from the machine printed text. Imade et al. [3] have extracted
the gradient and luminance histogram of the document image and used a feed forward
neural network in their system. This is a method to segment a Japanese document into
machine-printed Kanji and Kana, handwritten Kanji and Kana, photograph and printed
image. Kuhnke et al. [4] developed a method for the distinction between machine-printed
and handwritten character images using directional and symmetrical features as the in-
put of a neural network. Arvind et al.[5] have used Horizontal Projection Profiles, Fisher
Profiles and Eigen Profiles for separating the printed and hand-written text blocks. Pal
and Chaudhuri [6] have used horizontal projection profiles for separating the printed and
hand-written lines in Bangla script. In this paper we use Zernike moments, that are in-
sensitive to translation, scale and rotation as the feature for distinguishing the printed and



handwritten elements. Then we go on to use the features of the traingles obtained from
Delaunay triangulation to reassign the labels assigned to the elements. As a preprocessing
step we clean the document image of all the noise components present.

2 Localization of Text Algorithm

2.1 Preprocessing

In this stage we remove the noise elements and the process is described below.

• The area of each connected elements(Ai) in the printed document is determined with
the help of Connected Component Analysis (CCA). We also find out the maximum
area(Amax) and minimum area(Amin) in the entire document.

• If one of the following conditions is met then it indicates noise in the document and
it is removed.

– If the value of (Ai- Amin)/(Amax - Amin ) < 0.002

– If the aspect ratio of the Bounding Box is greater than 33/1, then it indicates
a horizontal line and if it is less than 1/10 it indicates a vertical line and we
remove it.

– Also if the height or width of the connected component is less than 7, then it is
a spurious element or a dot, and we remove it.

These thresholds which are used have been chosen empirically.

2.2 Feature Extraction

We introduce Zernike moments [7] as features for discrimination of handwritten text
which are invariant to scale, translation and invariance. However, the Zernike moments
that are used are only rotation invariant. To obtain scale and translation invariance, the
image is first subjected to a normalization process using its regular moments. The rotation
invariant Zernike features are then extracted from the scale and translation normalized
image.

The geometrical moments for an image f(x,y) are calculated as follows;

mpq =
∑

x

∑
y

(x)p(y)qf(x, y) (1)

Since the defined features by means of Zernike moments are only rotation invariant, to
obtain the scale and translation invariance, an image must be normalized via image nor-
malization. This scale and translational invariance are obtained by transformation of the
image[] to g(x,y) which is given by

g(x, y) = f(
x

a
+ x̄,

y

a
+ ȳ) (2)

where x̄ =
M10

M00
and ȳ =

M01

M00
and a =

√
β

m00
, β a predetermined value.
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Figure 1. Graph showing the cross-validation results where γ is varied between 1
to 2−10, C is varied between 1 to 2+10 and the best pairs of (γ, C) are choosen

Thus g(x,y) is the normalized image function with respect to translation and scaling.
The Zernike moments of order n with repetition l for a continuous image function f(x, y)
is calculated as

Anl =
n + 1

pi

∑
x

∑
y

f(x, y)V ∗
nl(ρ, θ); x2 + y2 <= 1 (3)

where Vnl(ρ, θ) is a set of complex polynomials which form a complete orthogonal set over
the interior of a unit circle.

2.3 Classification

We trained an SVM classifier with Radial Basis Function(RBF) kernel[8] with the in-
variant moments as the features. Then SVM finds a linear separating hyperplane with the
maximal margin in this higher dimensional space. C > 0 is the penalty parameter of the
error term. The RBF kernel used is given below

K(xi; xj) = exp(−γ(||xi − xj ||)2, γ > 0 (4)

The kernel parameters were chosen by using a five fold cross validation using all the training
data samples. The best parameters were found to be C= 64 and γ = 0.125. Figure 2(a) and
2(b) depict the input image and the output after classification using zernike moments as
features. In Figure 2(b), all those elements that have a class value of two, which represent
handwritten text are marked by a magenta Bounding Box.

2.4 Reclassification

We use Delaunay triangulation[9] to reassign the labels that have been already assigned
to the misclassified elements by the nearest neighbour classifier as shown in the figure. We
briefly give the definition of Delaunay triangulation. Delaunay triangulation of a set of
non-degenerate vertices V is defined as the unique triangulation with empty circles, i.e., no
vertex lies inside the circumscribing circle of any Delaunay triangles, as follows:
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(a) Input Document
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(b) Labelling of the Document after Zernike moment is
done

Figure 2.

DT (V ) = (pi.pj , pk)εV 3, B(pi.pj , pk) ∩ V \ (pi.pj , pk)εφ (5)

where B(pi; pj ; pk) is the circle circumscribed by the three vertices pi; pj ; pk that form a
Delaunay triangle. It is seen that after Delaunay triangulation is carried out on printed
text/handwritten text these regions have the following features:

• The height of the triangles in a printed text region are not longer than a threshold
as compared to the height of the handwritten text.

• Most triangles in the printed text have their shortest side in the direction of the text
line and the longest sides link the point pairs between two adjacent text lines while
the handwritten text have their shortest side inclined at an angle to the text line.

Based on the above features we re-classify the text regions based on the similarity of the
delaunay triangles with its neighbours. If a particular element has similar features with
more than 50% of its neighbouring elements and the element in consideration is labelled
differently then it is given the same label of the neighbours. The reclassification is done as
per the following algorithm:

• Delaunay triangulation is done on the document with the centroid points as shown
in Figure 3(a).

• Now, let us consider a centroid point P(x,y). From the point P a number of traingles
originate and the point P is associated with other centroid points P1, P2 and Pn by
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the Delaunay triangles. These points P1, P2 and Pn are said to be the neighboring
points of P.

• We now compare the label of each neighbouring point with the label of the centroid
point P(x,y). If the label is not the same, then we find the difference between the
heights of the element defined by the neighboring centroid point and the height of
the element defined by the reference point P(x,y). This is done for the point P with
all its neighbouring points.

• If with more than half of the neighbouring points the diference in height is less than
a threshold value then we reassign the label i.e 1 as 2 or 2 as 1. Let us assume the
number of centroid points with similar height as Ci and the total no of neighbouring

points as Ni for the centroid point i then if the value of
Ci

Ni
∗ 100 > 50 - the label

is reassigned else the label remains the same. This is then done for all the centroid
points.

• This means that if the centroid point P, has different text as compared to the neigh-
boring points, then the height difference will be greater than 7 pixels and no reclas-
sification is required. However if the centroid point P, has similar text as compared
to the neighboring points and is misclassified we compare the height feature of the
triangles. If the feature is same(i.e if the difference in height is less than 7 pixels),
with more than 50% of the neighboring points then the point P(x,y) is given the label
of the neighboring points and is re-classified. If the point P has the same label as
that of its neighbors then the above steps are not required and the above algorithm
is done for the next point.

Figure 3(b) shows the image of the document with the handwritten elements localized
within a magenta colored bounding box after the labels are reclassified.

3 Experimental Results

3.1 Data Description

The training data consists of 30000 patterns in all, out of which 20000 patterns are
machine printed and the remaining are handwritten elements including both cursive and
block handwriting besides signatures, dates and address locations. Our test data consists
of 150 English document images, scanned at 200 dpi and stored in 1-bit depth monochrome
format. These documents contain handwritten elements, signatures, logos along with free-
flowing text paragraphs. Our testing also contains documents which have only signatures
as part of their handwritten components. It is observed that we obtain a higher accuracy
on such type of documents.

3.2 Accuracy Calculation

Table (1) shows the classification accuracy using the proposed method. It observer
that the accuracy value is higher when the document consists of handwritten text such as
signatures or similar text.
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(a) Document on which Delaunay Triangula-
tion is carried out

(b) Document with the Handwritten elements
marked in a magenta bounding box

Figure 3.

Table 1. Classification accuracy
No of Blocks Correctly Classified % Accuracy

Handwritten text 1,678 1,441 85.85%

Handwritten text which consist 360 332 92.22%

of Signatures

4 Conclusion

We have described a method which is invariant and robust for discrimination of hand-
written text in printed documents. The miscalssification accuracy is reduced with the use
of Delaunay triangulation to reclassify the text. This is found to give us good and accurate
results. The text can appear in any part of the document, even overlapping the machine
printed text and is still classified accurately.

There are certain limitations to this method. It fails in some specific cases when the
handwritten text has features similar to machine printed text. Also in some cases when
the handwritten text is in blocks, it extracts only part of the handwritten text. We also
have not tried this algorithm on other fonts except English so this method can be further
explored in such situations.
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