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Abstract: A comprehensive recognition system has been developed for open vocabulary, online 
handwritten text in Tamil language. A page of text can be segmented at the line, word and then 
the symbol level. The symbols are recognized using a SVM classifier with RBF kernel trained to 
recognize 155 distinct Tamil symbols, which can make up all the 313 different characters in 
Tamil. By analyzing the cross-validation performance of the classifier, the sets of confused 
symbols have been identified. If the recognition label of a symbol corresponds to that of a 
confused symbol, then the feature vector of the corresponding stroke group is fed to an expert 
classifier trained only on the set of confused symbols. Then, the recognized symbols of each 
word are corrected using a symbol level bigram model derived from a huge text corpus. Finally, 
the sequence of symbol labels corresponding to each word is converted to the Tamil Unicode 
sequence using a set of rules. The recognition engine at the level of a handwritten word has 
been developed in C as a .dll and integrated with the census data collection application 
developed by CDAC Pune. On the annotated dataset of 45,405 words collected from over a 
hundred Tamil writers, the engine has a recognition performance of 83.2% at the symbol level 
and 54.2% at the word level, without the use of expert classifiers. A separate SVM has been 
trained to recognize the Indo-Arabic numerals 0 to 9, with a cross validation accuracy of 98%. 
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1. Choosing the recognition primitives 

Most Indian languages, excluding Bangla, are written with individual letters, non-
cursively. So, one can attempt to segment and recognize the individual characters and through 
that the word, sentence and so on. The original Tamil script contains 12 pure vowels (5 short 
vowels, 5 long or stressed vowels and 2 diphthongs), 18 pure consonants (6 stops, 6 nasals and 
6 semivowels) and a special character /ah/. Each pure consonant can combine with each vowel 
to generate a total of 18 × 12 = 216 consonant-vowel (CV) combinations. These add up to a 
total of 247 Tamil characters. In this work, however, we have included five additional pure 
consonants (used to represent the consonants borrowed from Sanskrit) [1] and another special 
symbol /sri/. These consonants contribute an additional 5 × 12 = 60 CV combinations. The 



complete 313 character set consists of 276 CV combinations, 12 vowels, 23 pure consonants 
and two special characters [2]. All of these characters are supported by Unicode. 

Based on an analysis of the complete character set, we come up with a strategy to choose 
the minimum number of entities/ symbols for recognizing the 313 characters, taking into 
account the fact that many of the symbols may be written with a single or multiple strokes. 
With the above analysis, it is found that the set of 155 distinct classes (henceforth referred to in 
this work as ‘symbols’) is sufficient to form (and hence recognize) all the 313 characters 
considered. The constituents of the 155 distinct symbols are: 

• 11 pure vowels (excluding /au/) 

• 23 pure consonants 

• 23 base consonants 

• 23 CV combinations of /i/ 

• 23 CV combinations of /I/ 

• 23 CV combinations of /u/ 

• 23 CV combinations of /U/ 

• 6 Additional symbols ( (VM of /A/) , (VM of /e/) , (VM of /E/), (VM of /ai/), /ah/ and 
/sri/.) 

It is to be noted that the HP Labs Tamil online handwritten character dataset, which was 
created for a competition in IWFHR 2006, consists of samples across 156 symbols or stroke 
groups [3]. However, the 156th class in the dataset is a combination of already present classes 
10 and 28 and is therefore neglected. We use the rest of the 155 classes as recognition 
primitives in our classifier. 

In a recent paper on similar recognition study [4] by HP Labs, only 83 distinct symbols of 
written Tamil script have been considered. In the above paper, the entire work reported deals 
with only 85 distinct Tamil words and 70 distinct Hindi words. The authors use a finite lexicon to 
recognize the test words. In their work, the matra for /i/ and /I/ are taken as separate symbols. 
While generally these are written as separate strokes, we have come across many cases in our 
database, where the writer writes the CV combination involving /i/ or /I/ matra as a single 
stroke. The approach dealing with them as separate symbols will fail in such cases, but in a 
limited lexicon problem, it can be corrected easily by lexicon-driven recognition or by post-
processing with the lexicon, as the above authors have performed. 

Tamil is a morphologically highly rich language and any verb root can get modified by 
one or more suffixes corresponding to gender, number, tense, person, etc. and form over 6000 
distinct word. So, Tamil cannot be contained within any finite vocabulary. Hence, our aim is 
come up with a strategy for open vocabulary recognition, and we want to see how far we can 
go with that. It is for this purpose, that we chose a larger set of symbols, which facilitates us to 
handle the different ways in which a CV is written by people - single, two or multistrokes. 

 
2. Data collection and annotation  
 



Our isolated word database consists of 45,405 words, with a total of 2,53,095 symbols. 
These words were collected on a Tablet PC with WACOM digitizer and were written by 181 
different regular Tamil writers from several schools and colleges in Coimbatore and Chennai. 
This database is composed of 2000 unique words, which were selected so as to include all of 
the consonants, vowels and consonant vowel combinations possible in Tamil script. This entire 
database has been annotated at the stroke group level [2]. An XML standard has been proposed 
by the online handwriting recognition consortium members for this annotation [5], which is 
applicable for all Indian languages. It starts at the level of a page and hierarchically involves 
paragraphs, lines, words, stroke groups, strokes and substrokes, some of which can be optional. 
    Numeral data 0 - 9 was collected by the project staff of MILE lab from 75 different writers and 
approximately 400 samples per class have been obtained. Each user has written 5-7 samples. A 
classifier was trained using these data, with an SVM cross validation accuracy of over 98%. 
    Our page and paragraph database consists of 40 paragraphs of data. 25 paragraphs were 
collected on TabletPC and 15 paragraphs were collected on A4 sheets using HiTech digitizer. We 
also assisted Sushil M of CDAC Pune in the collection of isolated word data, paragraph and 
sample census data from SRM University, Chennai towards independent testing by CDAC. 

We have also used the HP Labs Tamil online handwritten character dataset, which has 
been made publicly available for research. It consists of 50385 training samples and 26926 test 
samples across 156 symbols or stroke groups, out of which 155 are used by us. 
 
3. Isolated Word Recognition Engine 
 

Figure 1 shows the overall block diagram of our recognition engine. The major steps that 
constitute the Tamil recognition engine for isolated, online handwritten words are: 
 

� Segmentation of the input word (a sequence of strokes) into symbols or stroke groups - 
based on the horizontal overlap between the bounding boxes of strokes and certain pen 
displacement cues. 

� Pre-processing of these symbols for noise-free, scale and velocity invariant feature 
extraction. 

� Extraction of global (Fourier descriptor) and local features from the pre-processed 
symbols. 

� Recognition of the symbols by an SVM-RBG classifier. 
� Correction of segmentation of the word, based on recognition labels and their scores. 
� Post-processing of the recognized sequence of class labels that represent the word using 

symbol-level bigram models. 



 
 

Fig. 1. Block diagram of the recognition engine for Tamil online handwriting. 
 
3.1 Dominant overlap segmentation 
 

The extent of horizontal overlap between a stroke group and the successive stroke is 
calculated using equation (1) and a merge or split decision is taken, respectively, if the value is 
above or below an empirically determined threshold (0.2 in our case) [6, 7]. A stroke group 
consists of one or more strokes and corresponds to one of the 155 symbols that partially or 
wholly describe a distinct Tamil akshara. 

 ܱ௞௖ ൌ ݔܽ݉ ቈೣಾೄೖషೣ೘ೞ೎ೣಾೄೖషೣ೘ೄೖ , ೣಾೄೖషೣ೘ೞ೎ೣಾೞ೎షೣ೘ೞ೎ ቉ (1) 

 
where, ݏ௖ and ܵ௞ indicate the current stroke and stroke group, respectively; ݔெ and ݔ௠ refer to 
the bounding box maximum and minimum in the horizontal direction. 
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where, N = 64 and zi = xi + jyi. Figure 3 shows the magnitude of the DFT of the preprocessed 
character shown in Fig. 2(b). 
 

 
Figure 3. Fourier descriptors obtained from the preprocessed character in Fig. 2(b). 

 
We experimented with truncating the feature vector F to 8, 16 and 32 complex points and 
reconstructing the symbol by taking the inverse Fourier transform of the truncated feature 
vector. The reconstructions can be seen in Figs. 4 a), b) and c) respectively. Truncating to 32 
complex points and subsequent inverse transform produces an acceptable reconstruction and 
hence is used for the experimentation for recognition performance. 
 

 
Fig. 4. Fidelity of reconstruction of an online Tamil handwritten character from its Fourier 

descriptor truncated to different extents. 
 
The discrete cosine transform (DCT) was also considered as a possible global feature. DCT is 
obtained using, 



 
where, N = 64, zi = xi + jyi, wk = 1/√N, for k = 0 and wk = 2/√N, for 1  <= k  <= N - 1. 

 
3.3.3 Combined Global and Local Features 
 
Global features are good at capturing the overall shape information of the character. However, 
they generally do not work well with similar classes that have minor point-wise variations. In 
contrast, local features are extracted at each point and therefore can facilitate inter-class 
separation. To get both the advantages, we experimented with the concatenation of global and 
local features. 

First derivative features were also computed and concatenated to the above vector and 
used to train an SVM with RBF kernel. The first derivative features were computed using the 
equations 

 
 
As we can see from the above equations, the value of first and last points of dx and dy cannot be 
computed. Therefore, we make dx(1) = dx(2), dy(1) = dy(2), dx(64) = dx(63) and dy(64) = dy(63). 
Table I shows the cross validation and test accuracies [9] for different features on the complete 
test set of IWFHR 2006 online Tamil handwritten character database.  
 
3.4 Other recognition experiments 
 
The current Tamil engine actually has the above features, namely the combined global and local 
features fed to a SVM-RBF classifier. However, earlier we had carried out a number of other 
experiments with different classifiers. One of the earliest experiments obtained the principal 
component subspace for each symbol and used the distance of the test sample to each 
subspace for classification [8]. In another experiment, we explored the use of other features 
such as quantized slopes and dominant point coordinates for recognition with elastic matching 
algorithms (dynamic time warping classifier) for writer dependent recognition of isolated 



characters [10]. Further experiments compared the subspace and DTW based classifiers under 
writer dependent, independent and adaptive conditions [11]. Dynamic space warping of strokes 
within the characters and a perceptual distance measure were explored for recognition [12]. 
The traces of the characters were fit with polynomials and the coefficients of the polynomial 
were used as features, along with second derivative features on two different classifiers: 
statistical dynamic time warping (SDTW) and GMM-HMM classifier [13]. We also tested 
hierarchical classification with PCA based nearest neighbour classification for the first stage and 
three DTW based classifiers for the second stage and in addition to the features mentioned 
above, quartile features were proposed and experimented with [14]. A bigram model at the 
level of the multisymbol characters was used to reduce the search space for recognition of each 
symbol in a word and this was combined with expert classifiers to disambiguate confused 
classes [15]. 
 
Table I. Results of recognition experiments with different combinations of features. No. of 
training and test samples for the 155 distinct Tamil symbols are 50385 and 26926, respectively. 
 

 
3.5 Attention-feedback based correction of segmentation 
 
To check for possible errors in segmentation, each suspected stroke group in the word is 
merged with the nearest stroke group. This merged stroke group is pre-processed and 
recognised by the classifier. If the average SVM confidence of the individual stroke groups is 
less than the confidence of the merged stroke group, the two stroke groups are merged [6,7] 
and we continue along the word. 
 

 



 
3.6 Post-processing: Symbol level bigram models 
 
3.6.1 Generation of bigram statistics 
 
The data used to generate bigram statistics for the language model is obtained from the EMILLE 
corpus and the copyright free book data from the Project Madurai site. Tamil text corpus which 
is a collection of sentences where each word is a sequence of Tamil characters. The unicode 
sequence of every word in the Tamil text corpus is mapped to a class label sequence 
corresponding to the Tamil symbols used as recognition primitives. To generate bigram models, 
we first obtain the following statistics by counting the respective occurrences in the corpus: 
 

 

 
 
A specific word W can be expressed as a series of p symbols W = {wi},  i  [1, p]. In the bigram 
model, we assume that the probability of occurrence of a symbol depends only on the previous 
symbol. Thus, probability of the word, using a first-order Markov dependency can be written as 
 

 
 
where, 

 
Probabilities of class wi being at the beginning/ end of a word are computed using 



 
3.6.2 Using bigram models for post-processing 
 
As mentioned previously, a word is treated as a first order Markov process, where each symbol 
depends upon the symbol that precedes it. The top N likely class labels to represent each stroke 
group and their respective recognition scores are taken as the states and a lattice is constructed 
with bigram probabilities as the transition weights. The standard Viterbi algorithm is then used 
to derive the N most likely class label strings that represent the word [16]. In our case, a value 
of N = 3 is found to be satisfactory. 
 
3.7 Post processing: Disambiguation 
 

In Tamil script, there are certain sets of symbols, which are similar in nature and are 
therefore confused by the SVM classifier. We have identified six such commonly occurring 
confusion pairs (see Table II) and built expert classifiers trained on (x, y) coordinate features in 
the discriminating regions between the two confused symbols [17]. An illustration of one of the 
confused pairs is shown in Fig. 5. 

 

 
Figure 5. An example pair of confused Tamil characters. 

 
After the segmentation, we consider the most likely class label and corresponding 

likelihood as obtained from the SVM for each stroke group. If the recognized label belongs to 
the list of confused pairs, we use the appropriate expert classifier to reevaluate the input 
symbol to disambiguate between the two confused classes. 
 



Table II. Some of the commonly confused pairs of Tamil symbols and the accuracies of the 
primary classifier for those pairs. 

 
 
4. Line and Word Segmentation 

 
Both line and word level segmentation are carried out using script independent properties of 
the strokes such as the coordinates of the centroids of every stroke (xc, yc), bounding box 
minima (xm, ym), maxima (xM, yM) and heights and widths of every stroke. 
 
4.1 Line Segmentation 
 
To detect each line, we compare xc values of consecutive strokes and check if they are in 
increasing order. To eliminate vowel modifiers from being detected as the start of new lines 
(due to decrease in xc), we check for horizontal bounding box overlap with the previous stroke 
and also measure the difference in the yc value between the two strokes. If the yc value 
decreases beyond a certain threshold (1.25 * average stroke height in the page) and if there is 
no horizontal overlap with the previous stroke, we confirm and perform a line break. A further 
check is to see that the subsequent stroke also has a negative x-displacement relative to the 
previous stroke. 
 
4.2 Word Segmentation 
 
For word segmentation, we obtain the mean x-displacement between successive strokes, after 
merging all the successive strokes that have a horizontal overlap between them. A new stroke 
with horizontal overlap with the previous one indicates that the current stroke is possibly a 
vowel matra that is superposed on the previous stroke. Thus, its displacement is excluded from 
the computation of mean x-displacement. We define and compute the following quantities: 
 



 

 
Now, any stroke (say, kth) in the line is marked as the first stroke of a new word, if bk

x ൒ Tw. This 
works well, except when the writer puts a punctuation like comma or period almost in the 
middle of two words. They introduce two types of possible errors: 

� Comma or period being falsely marked as the first stroke of a new word. 
� Some word beginnings are missed because the computed value of stroke separation bx  

is affected by the presence of the preceding comma or period. 
In order to handle these errors, all the strokes with wi ൑ 0.4 * Tw are considered to be 
punctuation marks. If a punctuation stroke is marked as word beginning then the mark is simply 
removed. If it is not marked as beginning, then we compute stroke separation bx by neglecting 
the punctuation.  
 
5. Test Results 

 
The results of running the isolated word recognition engine with and without the bigram 
language models at the level of symbols are listed in Table III. 
 

Table III. Effectiveness of bigram language models on recognition of our word corpus. 
 

 
Figure 6 shows a sample handwritten page in Tamil language. The corresponding output of the 
recognition engine for the page data is shown in Fig.7 . 

 



 
 

Figure 6. A sample handwritten Tamil page. 
 
 
 



 
 

Figure 7. Result of recognition of the handwritten page of text in Fig. 6. 
 

 
Results for line and word segmentation are 100% in line segmentation and 98.1% in word 
segmentation accuracies. When the two modules are combined and tested on a sample page 
data, a symbol level accuracy of 86.6% and a word recognition accuracy of 56.8% are obtained. 
 
6. Status of Engine Integration with applications 

 
Isolated word recognition engine as described above and a separate Indo-Arabic numeral 
recognition engine have been developed using C as a .dll, which has been successfully 
integrated with the Census data collection application built by CDAC-Pune [18]. This work got 
the Prof. M. Anandakrishnan best paper award in the 12-th International Tamil Internet 
Conference at University of Malaya, Kuala Lumpur, Malaysia in August 2013. The isolated word 
recognition engine has also been successfully ported to Android platform following a visit of the 
project staff to CDAC, Pune in January 2014. 
 



7. Future Work 
 

� Integration of line and word segmentation algorithms to CDAC applications such as 
sentence processing application. 

� We would like to improve the segmentation of word into stroke groups by investigating 
the integration of segmentation, recognition and post-processing methodologies. 

� Multiple script recognition of page data considering that most meaningful handwritten 
pages may contain numerals, special symbols and occasionally Latin script characters. 

� Development of robust line and word segmentation algorithms immune to delayed 
strokes, overwritten and corrected strokes is also a challenge we would like to pursue 
due to its practical importance. 
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