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ABSTRACT

In this work, we explore the effectiveness of log-Mel spec-
trogram and MFCC features for Alzheimer’s dementia (AD)
recognition on ADReSS challenge dataset. We use three dif-
ferent deep neural networks (DNN) for AD recognition and
mini-mental state examination (MMSE) score prediction: (i)
convolutional neural network followed by a long-short term
memory network (CNN-LSTM), (ii) pre-trained ResNet18
network followed by LSTM (ResNet-LSTM), and (iii) pyra-
midal bidirectional LSTM followed by a CNN (pBLSTM-
CNN). CNN-LSTM achieves an accuracy of 64.58% with
MFCC features and ResNet-LSTM achieves an accuracy
of 62.5% using log-Mel spectrograms. pBLSTM-CNN
and ResNet-LSTM models achieve root mean square er-
rors (RMSE) of 5.9 and 5.98 in the MMSE score prediction,
using the log-Mel spectrograms. Our results beat the baseline
accuracy (62.5%) and RMSE (6.14) reported for acoustic
features on ADReSS challenge dataset. The results suggest
that log-Mel spectrograms and MFCCs are effective features
for AD recognition problem when used with DNN models.

Index Terms— log-Mel spectrogram, MFCC, trans-
fer learning, Alzheimer, dementia, MMSE, CNN, LSTM,
ResNet18.

1. INTRODUCTION

Dementia is a generic term for loss of memory and other
thinking abilities that are severe enough to interfere with one’s
ability to deal with the activities of daily life. Alzheimer’s
disease is the most common form of dementia. The impact
of dementia is not only restricted to the patients, but also to
their carers, families, and society at large. According to the
World Health Organization, there are around 50 million peo-
ple affected by dementia worldwide, and there are nearly 10
million new cases every year [1]. 90% of them are aged over
65 years. Since there is no cure for the disease, early detection
is critical to delay its progress and ensure better quality of life
for the patients. Hence it is of paramount importance to inves-
tigate cost-effective and scalable methods for early detection
of dementia.

Though the most distinguishable symptom of Alzheimer’s
dementia (AD) is memory deterioration, speech and language
impairments are also common [2]. Speech is being used
for the diagnosis of cognitive impairments/mental disorders
like depression [3], [4], [5]. In recent years, many methods
based on signal processing, machine learning, and natural
language processing have been proposed for the task of AD
classification using the audio data and/or the transcriptions.
Fraser et al. [2] use both linguistic and acoustic information
to train a machine learning based classifier. Mirheidari et al.
[6] employ basic turn-taking statistics for dementia detection.
Luz [7] uses a Bayesian classifier operating on patterns of
vocalizations and other paralinguistic speech features, not
relying on the transcriptions. Mirheidari et al. [8] make
use of word vector representations of the individual words
in the automatic speech transcription, for the classification
task. They also employ CNN-LSTM networks on GloVe [9]
word vectors for sequence classification of fixed length text
taken from the input text using a sliding window. Chien et
al. [10] use a token sequence of syllables to train a con-
volutional recurrent neural network for Alzheimer’s disease
assessment. Haider et al. [11] assess several acoustic fea-
tures via extended Geneva minimalistic acoustic parameter
set (eGeMAPS) [12], emobase, the ComParE 2013 [13], and
multi-resolution cochleagram (MRCG) features [14] for the
AD classification problem. They also propose a new active
data representation method for feature extraction. Among the
acoustic feature based classifiers, Luz etal. [15] report the
best accuracy of 62.5% in the AD/Non-AD classification task
on the test set of ADReSS challenge dataset, using ComParE
features and an LDA classifier. They also report an RMSE
of 6.14 in the MMSE prediction, which is obtained using
decision trees (DT) on MRCG features. We consider this as
the baseline for our work.

Log-Mel spectrograms and MFCCs are being used exten-
sively in deep learning frameworks for various tasks, such as
emotion recognition [16][17], audio classification [18], detec-
tion of cognitive impairments/mental disorders like depres-
sion [4][5], and automatic speech recognition (ASR) [19].
However, they are not much explored for the evaluation of
speech impairments associated with AD. In this work we eval-
uate the effectiveness of log-Mel spectrogram and MFCC fea-



tures for the following tasks on ADReSS challenge dataset
[15] with deep learning frameworks:

1. Binary classification of spontaneous speech samples
into AD and non-AD classes.

2. Prediction of mini-mental state examination (MMSE)
score, an indicative measure of cognitive impairment.

For a fair comparison, we compare our results only with
acoustic feature based methods in the literature.

The rest of the paper is organized as follows. Section 2
describes the ADReSS challenge dataset. Sections 3 and 4
explain our approaches in AD classification and MMSE score
regression tasks. Section 5 discusses the conclusions of our
work.

2. ADRESS CHALLENGE DATASET

The ADReSS challenge dataset consists of speech recordings
and transcripts of spoken picture descriptions elicited from
participants. It is balanced for age and gender to minimize the
risk of bias in the prediction tasks. Speech data segmented
with voice activity detection (VAD) algorithms is also pro-
vided. The training set has data from 108 subjects, 54 each
from AD and non-AD classes. Each class has 24 male and 30
female subjects with age between 50 and 80. Test set is also
balanced with a total of 48 subjects. Each class in the test set
has 11 male and 13 female subjects. The range of ages the is
same as the training data.

3. AD CLASSIFICATION TASK

The AD classification task is a binary classification problem
to distinguish between AD and non-AD subjects. The eval-
uation metric for this task are accuracy = TN+TP

N , precision
π = TP

TP+FP , recall ρ = TP
TP+FN , and F1 = 2 πρ

π+ρ , where N
is the total number of subjects involved in the study, TP , FP ,
TN and FN are the number of true positives, false positives,
true negatives and false negatives, respectively.

3.1. Feature extraction

All the speech samples are downsampled to 16 kHz. We use
log-Mel spectrograms and MFCCs for our analysis. These
features together with their delta and delta-delta, are extracted
using librosa library [20].

3.1.1. Details of extraction of log-Mel spectrogram

We choose 224 Mel filter banks for generation of log-Mel
spectrograms. The choice of 224 Mel filter banks allows us
to use the pretrained CNN models like ResNet, down the line.
We use a Hanning window of size 2048 samples (≈ 128 ms)
and hop-length (the number of samples between successive

frames) of 512 samples (≈ 32 ms). The number of points
in the FFT computation is also 2048. The log-Mel spectro-
gram, delta, and delta-delta images are scaled down to the
values between 0 and 1 using scikit-learn library [21]. CNN
architectures at the front end necessitate fixed-size images at
the input. To achieve this, the log-Mel spectrograms are di-
vided temporally to non-overlapping segments of 224 frames
each covering a duration of 7.264 seconds. Log-Mel spec-
trogram, delta, and delta-delta features are fed respectively to
the channels 1, 2, and 3 of the CNN input layer. Thus, input
to the CNN has a dimension of 3x224x224 (channels x height
x width). This choice of this feature dimension is motivated
by the fact that pretrained models like ResNet should have a
minimum dimension of 3x224x224 at its input.

pBLSTM-CNN uses log Mel spectrogram features gen-
erated with a window size of 400 samples (25 ms) and hop-
length of 160 samples (10 ms). 512-point FFT and 40 Mel-
scale filter banks are used. The delta and delta-delta features
are also used, resulting in an input dimension of 120.

3.1.2. Details of MFCC extraction

For MFCC, we use a Hanning window of size 480 samples
(30 ms), hop- length of 160 samples (10 ms), and 512-point
FFT. We compute 40 MFCCs along with their delta and delta-
delta. The obtained MFCCs are divided temporally to non-
overlapping segments of 300 frames (≈ 3 s). MFCCs, delta,
and delta-delta features are fed respectively to the channels 1,
2, and 3 of the CNN input layer. Thus, input to the CNN has
a dimension of 3x40x300 (channels x height x width).

3.2. DNN architectures

3.2.1. CNN-LSTM

In speech-based applications such as ASR, the CNN has be-
come an attractive model, as it can transform speech signals
to feature maps as in computer vision applications [22]. CNN
can exploit the local correlations of the speech signals in both
time and frequency dimensions. CNN followed by LSTM
networks [23] are widely used in speech domain to address
tasks such as emotion recognition [17] and music classifica-
tion [24]. Here, we use an end-to-end, fully trainable CNN-
LSTM architecture to explore its capability in the AD classi-
fication task using log-Mel spectrogram and MFCC features.
The architecture consists of a CNN for feature extraction from
the input data, followed by LSTM cells to capture the sequen-
tial patterns in the features. The model is trained by backprop-
agating the error from the LSTM output through the LSTM
cells to the layers in the CNN. Figure 1 shows the architec-
ture of the CNN-LSTM model for log-Mel spectrograms as
input features. Tables 1 and 2 list the details of the CNN and
LSTM layers, respectively. The CNN consists of five convo-
lution layers with 16, 32, 64, 128, and 256 filters respectively.
The kernel size and stride at all convolution layers are 3x3 and
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Fig. 1. Block diagram of log-Mel spectrogram based CNN-LSTM network.

Table 1. Model summary of CNN module in the CNN-LSTM
network. Input to the CNN is log-Mel spectrogram image
with dimension 3x224x224.

Layers Input dim Operations Output dim

Conv1 3x224x224

Conv2d
BatchNorm2d
Max Pool2d

ReLU

16x111x111

Conv2 16x111x111

Conv2d
BatchNorm2d
Max Pool2d

ReLU
Dropout

32x54x54

Conv3 32x54x54

Conv2d
BatchNorm2d
Max Pool2d

ReLU
Dropout

64x26x26

Conv4 64x26x26

Conv2d
BatchNorm2d
Max Pool2d

ReLU
Dropout

128x12x12

Conv5 128x12x12 Conv2d 256x10x10
Global

Avg
Pooling

256x10x10
AvgPool2d

ReLU 256x1x1

Table 2. Model summary of LSTM module in the CNN-
LSTM network. Input to the LSTM is [seq len, input dim],
where seq len is the length of the input sequence and in-
put dim is the dimension of the input feature vector. For
CNN-LSTM, input dim = 256 and for Resnet-LSTM, in-
put dim = 512.

Layers Input dim Output dim
Recurrent (LSTM) [seq len, input dim] 64

Fully connected 64 2

1x1, respectively. The max-pooling layer has a kernel size of
2x2. Dropout probability is 0.1. LSTM accepts a sequence of
256-dimensional vectors as input and outputs the final hidden
state of 64 dimensions.

For MFCCs, the parameters of input, output and convo-
lution layers of the CNN are selected based on the input di-
mensions (3x40x300). The CNN consists of three convolu-
tion layers with 16, 32, and 64 filters respectively. The ker-
nel size and stride at all convolution layers are 2x2 and 1x1,
respectively. In this case, LSTM accepts a sequence of 64-
dimensional vectors as input and outputs the final hidden state
of 64 dimensions. All the other parameters remain the same.

3.2.2. ResNet-LSTM model

Here, the CNN is replaced by ResNet18 [25] (pre-trained on
ImageNet) which can provide better generalization capacity
and more expressive power, through its residual connections
between layers. ResNet18 is used as a fixed feature extractor
from the input log-Mel spectrogram images. Here, we freeze
all the parameters of the ResNet18 network except the final
layer. The output from the final layer of ResNet18 is fed as
a sequence to the LSTM network. This setup is known as
transfer learning, where the model trained for one particular
problem is applied to another problem. Transfer learning has
already been adopted successfully to improve the accuracy
of speech-based emotion recognition systems which use Mel
spectrogram as input features [26]. The output from the last
layer of ResNet18 is a 512-dimensional feature vector. LSTM
accepts a sequence of these 512-dimensional vectors as input.
All other configurations of the LSTM model remain the same.
We are not using MFCC features, as it has restrictions on in-
put dimensions (3x224x224).
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Fig. 2. High level feature extraction using pBLSTM

3.2.3. pBLSTM-CNN model

pBLSTMs are used in end-to-end speech recognition models
like Listen, attend and spell [27]. In this approach, we use a
pyramidal structure of bidirectional LSTM to convert the in-
put features into high level features, which are later used by
the CNN for classification. We use 4 layers of pyramidal bidi-
rectional structure. At each layer, we combine the outputs of
two successive time steps, before feeding it to the next layer.
This reduces the number of time steps by a factor of 2 at each
layer. This results in an overall compression by a factor of 16
at the output of the fourth layer of the pBLSTM.

xlt = [hl−1
2t , h

l−1
2t+1] (1)

hlt = pBLSTM(hlt−1, x
l
t) (2)

where xlt is the input to the layer l at time step t and hlt is the
hidden state of the pBLSTM at layer l and time step t.

The high level features computed by the pBLSTM layers
are limited to a maximum step size of 512. The hidden di-
mension of each pBLSTM layer is 32. Thus the input to the
CNN architecture has dimensions 512x64. The CNN archi-
tecture employs 4 convolution layers, each followed by batch
normalisation, max-pooling and ReLU operations. Each layer
expands the depth of convolution by a factor of 4. The first 3
layers use kernels of 5x3, padding of (2,1) and stride of (2,1).
The fourth layer has kernel size 3x3, padding (1,1) and stride
(1,1). The output is fed to an average pooling layer of size
4 to obtain a 256 dimensional vector, which is fed to a fully
connected layer to form the final output.

3.3. Training details

For the classification task, the DNN models are trained with
a batch size of 16. An Adam optimizer with a learning rate of
0.001 and a step decay of 0.5 after every 25 epochs is used.
The maximum number of epochs is set to 100. Early stopping

Table 3. 5-fold cross-validation accuracy for AD classifica-
tion task on the training subset of the ADReSS dataset.

Model log-Mel MFCC
CNN-LSTM 66.66% 59.13%

ResNet-LSTM 67.54% –
pBLSTM-CNN 53.8% 61.68%

is applied with a patience value of 20 to prevent the network
from overfitting. Since AD classification is a two class prob-
lem, binary cross-entropy is used as the loss function.

3.4. Results

3.4.1. 5-fold cross-validation

We have performed 5-fold cross-validation, to estimate the
generalization error. The results of cross-validation on mod-
els trained using full audio data using log-Mel spectrogram
and MFCC as the front end features are shown in Table 3.
We are not using ResNet-LSTM with MFCC features, as it
has restrictions on input dimensions (3x224x224). This is not
possible with MFCCs as input features.

3.4.2. Bootstrap aggregation of DNN models

We have used bootstrap aggregation of models (known as
bagging [28]) to predict the final labels for test samples. Boot-
strap aggregation is an ensemble technique to improve the sta-
bility and accuracy of machine learning models. It combines
the prediction from multiple models. It also reduces variance
and helps to avoid overfitting.

Using the training set of size 108 (54 AD and 54 non-AD
samples), we generate 21 new training sets, each of size 108,
by sampling from the training set uniformly, with replace-
ment. Sampling with replacement results in some samples



Table 4. Test results for AD classification task using boot-
strap aggregation of 21 classifiers trained separately for CNN-
LSTM, ResNet-LSTM and pBLSTM-CNN along with the
baseline [15] results.

Model Features Class Precision Recall F1 Score Accuracy

CNN-LSTM log-Mel Non-AD 0.57 0.62 0.60 58.33%AD 0.59 0.54 0.56

CNN-LSTM MFCC Non-AD 0.59 0.92 0.72 64.58%AD 0.82 0.38 0.51

ResNet-LSTM log-Mel Non-AD 0.62 0.62 0.62 62.50%AD 0.62 0.62 0.62

pBLSTM-CNN log-Mel Non-AD 0.53 0.42 0.47 52.08%AD 0.52 0.63 0.57

pBLSTM-CNN MFCC Non-AD 0.63 0.5 0.56 60.42%AD 0.59 0.71 0.64

Baseline - LDA ComParE Non-AD 0.67 0.50 0.57 62.50%AD 0.60 0.75 0.67

Table 5. Type 1 and type 2 errors (out of 24 test samples
each from the AD and non-AD classes) for AD classification
task using bootstrap aggregation of 21 classifiers trained sep-
arately for CNN-LSTM, ResNet-LSTM and pBLSTM-CNN
along with the baseline classifier.

Model Features Type 1 error
(FP)

Type 2 error
(FN)

CNN-LSTM log-Mel 9 11
CNN-LSTM MFCC 2 15

ResNet-LSTM log-Mel 9 9
pBLSTM-CNN log-Mel 14 9
pBLSTM-CNN MFCC 12 7
Baseline - LDA ComParE 12 6

being repeated, in each of the new training sets. These new
training sets are known as bootstrap samples. 21 models are
fitted using the above 21 bootstrap samples and the outputs
are combined by a majority voting scheme for final classifi-
cation. Examples not selected in a given bootstrap sample are
used as the validation set to estimate the performance of the
model. The performance of our CNN-LSTM, ResNet-LSTM
and pBLSTM-CNN architectures on the test set, using boot-
strap aggregation of 21 models, is tabulated in Table 4. The
corresponding type 1 and type 2 errors are presented in Table
5. CNN-LSTM with MFCCs and ResNet-LSTM with log-
Mel spectrograms achieve accuracies of 64.58% and 62.5%,
respectively in the AD classification task. Among the acous-
tic feature based classifiers, our CNN-LSTM with MFCC out-
performs other classifiers including the baseline (62.5%) [15],
while ResNet-LSTM with log-Mel spectrogram, achieves the
same accuracy as that of the baseline.

4. MMSE PREDICTION TASK

We address the problem of prediction of mini-mental state
examination score by generating regression models using the
CNN-LSTM and pBLSTM-CNN architectures and log Mel
spectrogram features.

4.1. Details of the features used

Log-Mel spectrograms and MFCCs with their delta and delta-
delta are used as the features for the MMSE prediction task
also. The extraction of features has already been discussed in
section 3.1.

4.2. DNN architectures

4.2.1. CNN-LSTM model

The same CNN-LSTM architecture described in section 3.2.1
is used for the regression task except for the changes in the
output layer. The output layer is a fully connected layer with
a linear activation function. The targets are normalized by the
maximum MMSE score of 30, during training. The network
is trained to minimize the mean squared error.

4.2.2. ResNet-LSTM model

The ResNet-LSTM network used for classification is modi-
fied with the output layer as linear and loss function as mean
squared error (MSE). The targets are normalised by the max-
imum MMSE score of 30.

4.2.3. pBLSTM-CNN model

Here also the architecture is the same as that for classification
except for the output layer, which is linear with mean squared
error (MSE) loss function.

4.3. Training details

For CNN-LSTM and ResNet-LSTM, Adam optimizer is used
with a learning rate of 0.001 and step decay of 0.5 every 10
steps. Early stopping with a patience value of 20 is applied
to prevent the network from overfitting during training. For
pBLSTM-CNN, a learning rate of 0.0001 is used and the max-
imum epochs is limited to 35.

4.4. Results

4.4.1. Bootstrap aggregation of DNN models

The final regression results on the test set are obtained with
the bagging of 21 models by averaging the outputs. The root
mean squared errors (RMSE) on the test set are shown in Ta-
ble 6. The log-Mel spectrograms give RMSE of 5.90 and
5.98 on pBLSTM-CNN and ResNet-LSTM networks, respec-
tively. The values suggest relative improvements of 2.6% and
3.9% over the baseline value of 6.14[15].

5. DISCUSSION AND CONCLUSIONS

In this work, we explore the usefulness of log-Mel spectro-
gram and MFCC features for the task of AD classification.



Table 6. RMSE of MMSE score predicted on the test set us-
ing bootstrap aggregation of 21 regressors trained separately
for CNN-LSTM, ResNet-LSTM and pBLSTM-CNN along
with the baseline [15] results.

Model Feature RMSE

CNN-LSTM log-Mel 6.33
MFCC 6.24

ResNet-LSTM log-Mel 5.98

pBLSTM-CNN log-Mel 5.90
MFCC 6.71

Baseline (DT) MRCG 6.14

We also explore the DNN based architectures for AD detec-
tion problem, as most of the classifiers in the literature are
based on SVM, random forests, or decision trees. Our CNN-
LSTM with MFCC and ResNet-LSTM with log-Mel spec-
trogram achieve accuracies of 64.58% and 62.5%, respec-
tively in the AD classification task on the ADReSS challenge
dataset. These results are similar or better than the base-
line accuracy reported on the ADReSS challenge dataset us-
ing only the acoustic features (62.5% with ComParE features
and an LDA classifier [15]). In the MMSE prediction task,
the log-Mel spectrograms give an RMSE of 5.9 and 5.98, on
pBLSTM-CNN and ResNet-LSTM models respectively, in-
dicating relative improvements of 3.9% and 2.6% over the
baseline RMSE of 6.14 [15]. Based on the results, we can
conclude that log-Mel spectrograms and MFCCs are effec-
tive for the AD detection problem when they are incorporated
with DNN models. Transfer learning based ResNet-LSTM
performs well in both AD classification and MMSE score
prediction. The application of ResNet18 prior to the LSTM
seems to capture the spatial artifacts in the log-Mel spectro-
gram, relevant to the discrimination of AD. This architecture
also helps to reduce the number of time steps in the LSTM,
thereby improving the learning capability of the LSTM net-
work. pBLSTM-CNN model performs well in the MMSE
prediction task. The pyramidal structure in pBLSTM helps to
reduce the number of time steps, allowing the CNN layers to
focus on the artifacts relevant to MMSE prediction.

6. FUTURE WORK

End-to-end deep learning models enable us to do away with
the hand-crafted features like MFCCs and Mel-spectrogram,
and learn the relevant features directly from the raw wave-
form. They have been explored in speech recognition [29],
[30], [31], speaker verification [32] and other speech related
applications [33]. As a future work, we plan to employ
end-to-end models in learning customised features for AD-
classification task with the raw speech waveform as input.
Another aspect we would like to focus upon is the explain-
ability of the DNN models used in AD detection. Though

DNN models are promising, it is inherently difficult to un-
derstand which aspects of the input feature is responsible for
the decisions of the model. Since the results reported in this
work use bagging of classifiers, it is a bit more challenging to
trace the errors and the most useful features.
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