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ABSTRACT 

A new technique for EGG compression is presented. 
Each delineated ECG beat is period normalied by mul- 
tirate processing and then amplitude normalized. Dis- 
crete Wavelet Transform (DWT), based on Daubechies-4 
basis functions is applied on these normalized beats, af- 
ter shifting each of them to the origin. The concate- 
nation of ordered DWT coefficients of these beats is a 
near-cyclostationary signal. An algorithm is proposed to 
select a set of common positions of the significant coeffi- 
cients to be retained from each beat. Linear Prediction 
is then applied to predict only these DWT coefficients of 
the current beat from the corresponding coefficients of a 
certain number of previous beats. Transmitting only the 
residuals of selected coefficients improves compression. A 
significant advantage of this technique is that the maxi- 
mum reconstruction error in any cycle does not occur in 
the diagnostically crucial QRS region, while achieving a 
compression of about 15:l and a n o r d i e d  root mean 
square error of about 10%. 

1. INTRODUCTION 

The need for EGG coding arises in several contexts such as 
ambulatory ECG monitoring, patient data bases in major 
hospitals, medical education systems, cost effective trans- 
mission of ECG over telephone lines, etc. ECG belongs to 
a class of signals that are oscillatory in nature, although 
not periodic in the strict mathematical sense. By looking 
at the time evolution of these signals, a concatenation of 
similar events or periods can be observed, which almost 
never identically reproduce themselves. For the same sub- 
ject, the cycle to cycle variation in the beat period is, in 
general, much higher than the occasional variations in the 
amplitude, position, and width of the constituent waves. 
However, most techniques of ECG compression reported 
till now have not exploited this correlation between cycles 
(inter-beat correlation). There is also some redundancy 
within each ECG cycle. Direct time-domain techniques 
(such as AZTEC and SAPA) and transform-domain tech- 
niques [ l]  have considered only this intra- beat correlation 
between successive samples. Whereas, long term predic- 
tion [Z] and average beat subtraction [3] techniques have 
used only the beat to beat correlation, ignoring the redun- 
dancy within beat. Another limitation of (21 and [3] arises 
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from the fact that, since the period of a beat changes con- 
stantly, points that are equidistant but farther from the R 
wave in two meren t  cycles are not always well correlated. 
Further, [2] requires detection of the end points of each 
cycle, in addition to QRS detection and the correlation of 
QRS complex of each beat with a codebook of representa- 
tive complexes. Similarly, the methods based on model- 
ing require component identification for both model order 
selection and proper cycle separation. Parametric tech- 
niques have minimized only the intra-beat redundancy 
and not the other. 

The technique proposed in this paper accounts for the 
variations in the beat periods and then exploits both the 
inter-cycle and the intr%cycle correlations. The method 
requires the detection of no component other than the R- 
wave. We first make the period of each beat constant by 
multirate processing, a nearly reversible transformation 
in which the original periods can be restored without any 
loss. By the term 'period', we mean the number of sam- 
ples between two consecutive R waves. We perform am- 
plitude normalization on these period- normalized beats, 
to bring about greater similarity. 
On these 'period and amplitude normalized' (PAN) 

beats, Discrete Wavelet Tkansform (DWT) is applied. As 
a result, the corresponding wavelet coefficients (across cy- 
cles) bear a lot of correlation. Linear prediction of the 
wavelet coefficients from past cycles has been performed 
to effectively utilize this correlation. This enables us to 
transmit only the prediction error of the wavelet coeffi- 
cient sequence, which has a lower dynamic range than the 
original sequence. The DWT has been applied to ECG 
for compression by Bradie [4] and Thakor (51. However, 
in [4], the similarity of corresponding DWT coefficients 
across the beats could not be exploited. This was be- 
cause, unliie our approach, padding of zeros was done to 
the variable period beats to make the periods uniform. 
In [5 ] ,  the authors have not clearly specified the begin- 
ning and end points of sequences whose DWT they com- 
pute. Our method has been tested on both normal and 
abnormal data and its performance evaluated using sev- 
eral measures of fidelity. 

2. IMPLEMENTATION OF PAN 
Individual constant period vectors are formed from each 

ECG cycle. We used the technique reported in (51 for 
QRS detection. We normalize the period of each isolated 
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beat by multirate signal processing techniques [S]. This 
essentially involves sampling rate change by Merent frac- 
tional factors for different cycles. This converts the beats 
of differing periods into beats of a constant period, thus 
eliminating the effect of heart rate variability. The fixed 
length of the cycles is selected based on the maximum 
possible period of any cardiac cycle and the sampling fre- 
quency. The modified sampling rate must still satisfy the 
Nyquist criterion. We have selected a length such that the 
new sampling rate is always higher than the original one, 
ensuring that there will be no distortion of the signal. The 
mean beat period (MBP) is estimated from some initial 
cycles of the data being coded. This value is initially sent 
to the decoder. During encoding, the Merence between 
the actual period of a cycle and the MBP is transmitted. 

To perform period-normalization, we first interpolate 
the variable period beat vectors by a factor L, which is 
the fixed period planned for (the length of the normalized 
beat). Then the signal is downsampled by the appropri- 
ate factor for each cycle, so that the length of all cycles 
becomes uniform. In our case, only the interpolation filter 
and downsampling are required. Since ECG is a highly 
correlated signal, and since it has been interpolated by a 
sufficiently high value, no error occurs in downsampliig. 
The details of implementation are given below. 

If x(n) is the input to an interpolation filter with an 
upsampling factor L and an impulse response h(n), then 
the output y(n) is given by 

y(n) = c z(k)h(n - ICL) 
k = - m  

The upsampler simply inserts L1 zeroes between succes- 
sive samples. The filter h(n), which operates at a rate 
L times higher than that of the input signal, replaces the 
inserted zeroes with interpolated values. Polyphase imple- 
mentation of this filter [7] ensures efficient interpolation. 
The output y(n) of a decimation filter, with an impulse 
response h(n) and a downsamplina factor MI is given by 

m 

y(n) = c z ( k ) h ( n M  -k) (2) 
k = - m  

where h(n) is a low-pass filter used to remove the aliasing 
caused by the downsampling of the signal. In case the 
signal does not contain hequencies above r / M ,  there is no 
need for the decimation filter; downsampling by a factor of 
M will do. The change of sampling rate thus achieved is a 
reversible process, provided Nyquist condition is satisfied; 
if the resampled beat vector is brought back to the original 
sampling rate by multirate processing, there will be no 
distortion. The output of our system is thus given by 

P; - 1 

Y,(n) = c X , ( k ) h ( n M ,  - kL) (3) 
k=O 

where X,(n), Y , ( n )  are the nth samples of the iLh input 
beat and output PAN beat respectively, h(n) is the im- 
pulse response of the multirate filter and P, is the total 
No. of samples in the it’ original beat. 

Amplitude normalization brings about further similar- 
ity between the beat patterns. Each sample of a time- 
normalized beat is divided by the magnitude of the sam- 
ple having maximum amplitude in that particular beat. 
This makes the highest amplitude sample(s) of each beat 
equal to unity. Thus the variations between the magni- 
tudes of different cycles are minimized and the intra-cycle 
correlation is enhanced. To begin with, the average am- 
plitude scale factor (AASF) is obtained from a few initial 
beats and is sent to the decoder. Subsequently, for each 
cycle being coded, the difference between the maximum 
amplitude of that cycle and the AASF is transmitted to 
the decoder. 

3. PREDICTION OF DWT COEFFICIENTS 
It is on this PAN beat, that we apply the DWT. The rea- 
son for applying the DWT is the highly non-stationary 
nature of any ECG beat. The QRS complex of ECG is 
a well-localized, high-frequency region. P and T waves 
are low fiequency components, while the PQ and TP seg- 
ments are nearly iso-electric with no clinically useful in- 
formation and the ST segment is a very low kequency, 
well time-localized component of ECG. 

Of the many available functions * k , h ( z )  E L’(R), 
which satisfy orthonormality, we have used Daubechies-4 
(D4) wavelet basis functions for representing each P-4N 
beat. The D4 wavelet Ylo,o(z) occupies three unit inter- 
vals 0 5 2: < 3, which are wrapped around 0 < z < 1 for 
signal representation. The expansion of any given signal 
f(x) in 0 < x 5 1 can be written as [7], 

where I$(%) = 1, 0 5 2 < 1 and w , ~  refers to the wavelet 
coefficient at scale j and location k. A vector is formed by 
stacking the above wavelet coefficients at  scale 0 , 1 , 2 , ~  . . 
for the j t h  beat, as defined below: 

To compute the wavelet coefficients for the signal (each 
PAN beat) sampled at  equally spaced intervals in 0 5 2 5 
1, we use Mallat’s Pyramidal algorithm (81. When applied 
on a PAN beat, owing to the non-stationary nature of the 

ferent scales, it turns out that only the top 20% of the 
coefficients are necessary for good quality reconstruction. 
Also there is good similarity between the corresponding 
wavelet coefficients of each beat. So we have performed 
linear prediction of selected wavelet coefficients across cy- 
cles and transmitted the residuals to the decoder. 

Fkom ( 5 ) ,  if V = [XIXZ-..XN~], then V is a near 
cyclo-stationary sequence. Rom such a sequence, by re- 
grouping the corresponding (periodic) coefficients, wide- 
sense stationary (WSS) data sets are formed. It has been 

latter and non-uniform distribution of enem -055 &f- 
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observed that many of the wavelet coefficient sets from the 
above are not significant in reconstructing the ECG beat 
(because of the suitability of D4 wavelet bases). Hence, 
based on their relative magnitudes, some of the above 
near WSS data sets are selected and independent linear 
prediction (LP) is performed on these sets. By judiciously 
choosing a fixed set of locations at which LP needs to be 
performed, we can eliminate the overhead of bits required 
to send the positions of retained coefficients. The algo- 
rithm used for deciding the set of significant locations of 
wavelet coefficients to be retained in each cycle as follows: 

1. Pi = (pij}, i = 1 ,2 , .* . ,  L 

NC 5 NR 
j = 1,2,...,N, 

where NR is the final number of coefficients to be 
retained in each beat. 

2. Initialize N = Nm < N,, where Nm is the minimum 
number of highest amplitude wavelet coefficients to 

* be retained in each beat. 

5. If = NR,  stop. 

6. If < NR, N = N + 1 and go to step 3. 

7. If ISN~ > NR, then, from the last set of locations 
added, remove (IS,V~- NR) entries corresponding to 
coefficients of least magnitude. 

8. SN is now the set of locations of wavelet coefficients 
to be retained in every beat. 

At the decoder, wavelet coefficients are reconstructed 
from their residuals. By applying the inverse discrete 
wavelet transform, the reconstructed PAN beats are ob- 
tained. The actual amplitude and period beats are recon- 
structed by the same process as for PAN, with suitable 
change of parameters. To assess the quality of the re- 
constructed signal, we employ Merent error measures as 
discussed in the next section. 

4. RESULTS 

The proposed method was tested on ECG data from 24 
different subjects obtained from a hospital. The ECG sig- 
nal was sampled at 250 Hz and quantized with 12-bit res- 
olution. During period normalization, the length of each 
ECG cycle was changed to 256 samples. The technique 
was also applied on five sets of data from MIT database. 
The performance of the method is evaluated using the 
Compression ratio (CR), Normalized Root Mean Square 
Error (NRMSE), Normalized Maximum Amplitude of Er- 
ror (NMAE) and position of peak reconstruction errors in 
each cycle. 

The expression for the compression ratio for this tech- 
nique is given below: 

where 

and 
QO 

Ti 
NT 
NR 
ar 
Qa 

QP 

P 
PlP 
Pnz  

Pmp 
Pma 

C = @Pip + P n z )  + Pmp + Pmo (7) 

is the no. of bits per sample in original , 
is the period of the ithbeat, 
is the total no. of beats processed, 
is the no. of retained wavelet coefficients, 
is the no. of bits used for each residual, 
is the no. of bits used for trans. each SD, 
is the no. of bits used for trans. the each PD, 
is the order of the prediction filter, 
is the no. of bits for trans. each LP parameter , 
is the no. of bits for trans. each element of SN, 
is the no. of bits for trans. the MBP and 
is the no. of bits for trans. the AASF. 

The amplitude of the maximal reconstruction error in 
each cycle is normalized by the dynamic range of the sig- 
nal to obtain the NMAE. The expression for NMAE for 
the ith cycle is 

The mean NMAE for a subject is obtained by averaging 
over all the cycles. 

The terms within braces in the denominator of (6) need 
to be sent to the decoder only once. We have obtained 
CR of around 18:l (including overheads), with average 
NRMSE of 10% and NMAE of 7%. A sigdicant aspect 
of our technique is that peak errors do not lie in QRS 
regions, even while maintaining the overall error within 
limits. Most of the previous authors have not achieved 
this, with the exception of Phillips (91. Table I gives the 
performance figures for 6 different subjects. Fig 1 dis- 
plays the original, reconstructed and error waveforms for 
a subject. 

5.  CONCLUSION 
A novel scheme for high fidelity coding of ECG has been 
proposed. Handiiing R-R beats eliminates the ambiguity 
that normally arises in deciding the endpoints of a cycle 
whenever PQRsT beats are used. The method, based on 
linear prediction of chosen wavelet coefficients of normal- 
ized beats, performs well with both normal and path* 
logical data. The normalization of beats has not been 
attempted or even conceived of by any other earlier work, 
even where each beat is taken as an unit, or inter-cycle 
correlation i s  exploited (2,3]. This preprocessing converts 
the ECG data into a near-cyclostationary sequence and 
enables the uniform choice of wavelet coefficients to be 
retained in each beat and hence their prediction. The 
earlier, wavelet-based compression schemes have not at- 
tempted this (4,5]. With the proposed techaique, a mean 
transmission rate of 180 bits per second has been achieved 
for the data tested, with no compromise on the fidelity of 
reconstruction. It exploits both interbeat and intrabeat 
correlations. Further, the clinically more significant QRS 
complexes are coded with an error equal to that in the 
other regions in each cardiac cycle. 
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Subj. No. CR NRMSE% 
1 19.1 11.27 
2 22.3 13.34 
3 20.2 12.98 
4 11.1 8.49 
5 9.81 7.65 
6 15.9 11.06. 
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Figure 1. Original ECG. Reconstructed ECG and the recon- 
struction error (x-axis: sample no. y-axis: amplitude) 
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